
Wolfe J. Visual attention. In: De Valois KK, editor. Seeing. 2nd ed. San Diego, CA:
Academic Press; 2000. p. 335-386.

1

Visual Attention

Jeremy M Wolfe
Center for Ophthalmic Research

Brigham and Women's Hospital and Harvard Medical School
Boston, MA  02115

1. Introduction

1.1 Other resources

2. Vision before attention

2.1 The uses and interpretation of visual search experiments.

2.1.1 "Pop-out" and search asymmetries

2.1.2 Inefficient "serial" searches

2.1.3 Conjunction searches

2.2 Typical conditions and pitfalls in visual search tasks.

2.3 Texture segmentation and visual search

2.4 Preattentive Features

COLOR

ORIENTATION

CURVATURE

SIZE

MOTION

DEPTH CUES

VERNIER

LUSTRE

ASPECTS OF SHAPE

Terminators

Intersection and filter models of texture segmentation

Closure

Topology



Wolfe J. Visual attention. In: De Valois KK, editor. Seeing. 2nd ed. San Diego, CA:
Academic Press; 2000. p. 335-386.

2

2.5 The Preattentive Processing of Objects

2.5.1 Shape of entire objects

2.5.2 Letters and Words

2.5.3 Faces

2.6 Preattentive Summary

3 Vision with attention

3.1 Attention enables other visual processes

3.2 How and what does attention enable?

SELECTION IN SPACE

SELECTION IN TIME

VIGILANCE

REDUCTION OF UNCERTAINTY

ENHANCEMENT

SPEED OF PROCESSING

MODULATION OF VISUAL PROCESSING

FEATURE BINDING

4. Vision after attention

4.1 Repeated Search

4.2 Change Blindness

5. Vision without attention

5.1 The Problem

5.2 How unattended can you get?

5.3 All inattention is not created equal.

6 Conclusion

7. References

1. Introduction



Wolfe J. Visual attention. In: De Valois KK, editor. Seeing. 2nd ed. San Diego, CA:
Academic Press; 2000. p. 335-386.

3

What a piece of work is man, how noble in reason, how infinite in faculties....

(Hamlet, 2:2:312-313)

Hamlet was wrong. We are dramatically limited in our faculties. Look at the center of

Figure One and find a big black circle surrounding a small white square.

Figure One: To see and not to see, that is the question.

Now look for a black triangle surrounding a white square. The patterns in Figure One are

deliberately large to circumvent the decline in visual resolution with eccentricity. You can see

all of these patterns. Nevertheless, because your ability to process visual stimuli is limited,

you do not immediately know that the first requested item is present at the lower left

location and that the second requested item is not present at all. In order to perform the

requested task, you had to restrict your visual processing to one item at a time. If you

obeyed the instructions and kept your eyes on the central fixation point, you changed your

processing of the visual input over time without changing the actual input.
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Such acts of visual attention are the subject of this chapter. Because we cannot process

everything, we must attend to something if we are to act on the basis of visual input.

Attention is a thriving area of research. The goal of this chapter is to introduce the reader to

those aspects of the field most relevant to vision research. In many cases, that introduction is

quite cursory with the text serving as an annotated bibliography pointing the reader to the

relevant papers. The chapter is divided into four sections:

A) Vision before attention - Looking at Figure One, you saw something before you knew if

that something included a black triangle surrounding a white square. What visual

information is available "preattentively",  before attention is directed to a locus or an object?

B) Vision with attention - Most of vision research involves vision with attention since

subjects are generally asked to perform some task while attending to some visual stimulus.

How does attention alter a preattentive visual representation?

C) Vision after attention - Assuming that attention is restricted in space and time, does it

leave any marks of its passage once it has been deployed away from a stimulus?

D) Vision without attention - In some situations it is meaningful to ask about the fate of

stimuli that are never attended. This is related to, but not identical to, the question of vision

before attention.
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1.1 Other resources

As noted, attention has become a very large topic in the past decade. This chapter, for

instance, will introduce the reader to a substantial portion of the literature dealing with the

“visual” side of “visual attention”. Other sources provide coverage of other aspects of the

field. Pashler (1997) has a written an excellent book for those interested in attention in its

own right. Also recommended are Shiffrin’s (1988) chapter in the 1988 edition of Steven’s

Handbook of Experimental Psychology, and Annual Review chapters by Kinchla (1992),

and Egeth and Yantis (1998). Bundesen (1996) offers a concise review of formal models in

a book that contains a considerable amount of useful information (Kramer, Cole & Logan,

1996). Reviews of specific topics can be found in Pashler (1998).

2. Vision before attention

Neisser (1967) introduced the idea of a "preattentive" stage of visual processing - vision

before attention. Preattentive vision would be vision without capacity limitations. At the

preattentive stage, everything could be processed at once across the entire visual field. What

aspects of vision might have this property? Answering this question is not trivial because

any time an experimenter asks a subject to respond to some visual stimulus, the subject will

direct attention to that stimulus. It is probably impossible to get an explicit response from a

subject based exclusively on the preattentive representation of a stimulus (see Section 5,

"Vision without attention" for more on this issue).

2.1 The uses and interpretation of visual search experiments.

In trying to understand vision before attention, a more common strategy has been to look

for the marks of preattentive processing in a task that requires both preattentive and attentive

processing. One of the most useful methods is the visual search experiment. In a standard

visual search experiment, the observer is looking for one target item in a display containing

some number of distracting items. One of the attractions of this paradigm is that it brings a
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very common real-world visual behavior into the lab. In our day-to-day life, we frequently

look for the keys, the socks, the can opener, or any of a host of visual targets in the cluttered

visual display that is our world. The efficiency of a visual search can be assessed by looking

at changes in performance; generally reaction time (RT) or accuracy, as a function of

changes in the "set size"; the number of items in the display. These changes, in turn, can be

used to make inferences about vision without attention. The slope of the RT X set size

function is the most commonly used measure of the efficiency of visual search. Specifically,

the deployment of visual attention can be "guided" with varying degrees of efficiency by the

results of preattentive visual processing (Egeth, Virzi & Garbart, 1984; Hoffman, 1979;

Wolfe, Cave & Franzel, 1989). As an example, consider a search for a red "F" among a

number of other letters that can be either red or green. How is attention guided in such a

search? For starters, preattentive processes are able to direct attention to objects so attention

will not be deployed to random locations. It will be deployed to letters. Second, as will be

discussed below, preattentive processes can guide attention on the basis of color

information, so attention will be directed to red letters and not to green (Egeth et al., 1984).

However, preattentive processes probably cannot read letters so attention will be randomly

deployed through the set of red letters.

2.1.1 "Pop-out" and search asymmetries

As noted, different levels of preattentive guidance are reflected in the slope of RT x set size

functions.  If preattentive processing can be used to direct attention to a target without fail

on every target-present trial, then there will be no effect of set size on search performance.

In Neisser's terms, an item that can be detected on the basis of preattentive processing

should "pop-out" of the display. An intuitively clear  example would be a search for a red

item among green distractors. The red target pops out and summons attention with minimal

interference from the distractors. The slope of the RT x set size function will be near zero.
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The phenomenal experience of "pop-out" has a rather subjective quality to it, but RT and/or

accuracy measures serve to operationalize it in visual search experiments. If the amount of

time required to perform a visual search does not change as a function of the number of

items in the display (the set size), then it is reasonable to propose that all items were

processed at one time. Figure Two shows an example of a task that would produce evidence

of this sort along with hypothetical data.
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Figure 2: Sample trials and hypothetical data for a search task that produces

reaction times that are independent of set size. In a real experiment, the order of

trials would be random.
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Most examples of pop-out occur in searches in which the target is defined by a single basic

feature. A limited set of basic features exists. The evidence for specific features in this set is

found in Section 2.4.

An important characteristic of many feature searches is that they are asymmetrical. That is, if

a search for A among B is efficient, it is not necessarily the case that a search for B among

A is efficient (Treisman & Souther, 1985). In orientation, for example, it is easier to find a

tilted line among vertical lines than vice versa. This can be understood in various ways.

Treisman has argued that it is easier to find a deviation from a canonical stimulus (here,

presumably, vertical) than it is to find a canonical stimulus among deviants (Treisman, 1985;

Treisman & Souther, 1985). Another possibility, also introduced by Treisman, is that it is

easier to find the presence of something than to find its absence. Continuing with the

orientation example, visual search seems to treat all orientations as steep or shallow and as

left or right tilted (Wolfe, Friedman-Hill, Stewart & O'Connell, 1992a). Consequently, a

right tilted item would be readily found among verticals because it has a unique categorical

attribute (right tilt). A vertical target among right tilted distractors is defined by the absence

of tilt (if all items are "steep"). Consequently, it would be harder to find (Wolfe, 1994).

Foster holds that search asymmetries in orientation are the by-product of broadly-tuned

channels subserving orientation feature search (Foster & Ward, 1991a). There need not be a

single account for all search asymmetries nor must these accounts be thought of as mutually

exclusive. For instance, the orientation categories proposed by Wolfe et al. (1992) might be

implemented as Foster’s broadly-tuned channels.

2.1.2 Inefficient "serial" searches

By contrast, if preattentive processing can do nothing more than segregate the items from

the background, then attention will be deployed without further guidance over the set of

items. As a result, performance will be strongly dependent on the set size. RT will increase
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and accuracy will decrease with set size. A search for a single target letter in a diverse set of

distractor letters will probably proceed without preattentive guidance (but see Caerwinski,

Lightfoot & Shiffrin, 1992; Schneider & Shiffrin, 1977; Shiffrin & Schneider, 1977). As a

rough rule of thumb, such unguided searches will produce target-present slopes of 20-30

msec/item and target-absent slopes of at least twice that magnitude. Such data are roughly

consistent with a serial, self-terminating search through the items but there are limited-

capacity parallel accounts of the same data (Palmer, 1995; Townsend, 1971, 1976, 1990;

Van Zandt & Townsend, 1993). See (Wolfe, 1997c) for a more detailed look at data of this

sort.)

2.1.3 Conjunction searches

Between pop-out and a complete absence of guidance are cases, like the red "F" example

given above, where preattentive processing provides imperfect guidance. The efficiency of

search will be intermediate in these cases. As noted, search for a red F will be more efficient

if half the letters are red and half are green than if all are red (Carter, 1982; Green &

Anderson, 1956; Smith, 1962). In these cases, the deployment of attention can be restricted

to a subset of items that preattentive processing can identify as likely to be targets.

The most important class of search tasks producing slopes of intermediate efficiency are

conjunction searches. In conjunction tasks, subjects look for a target defined by a

combination of basic features among distractors that share some but not all features with the

target. An example might be a color X orientation conjunction search for a red vertical target

among red horizontal and green vertical distractors. In her original Feature Integration

Theory, Anne Treisman proposed that all conjunction searches were serial, self-terminating

searches through all items that shared any features with the target (Treisman & Gelade,
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1980). Subsequent research made it clear that this claim was too strong. First, as noted

earlier, there were studies that showed that search could be restricted to subsets of the items

- subsets defined by features like color (Egeth et al., 1984). Later studies showed that more

than one feature at a time could contribute to the guidance of conjunction search (e.g.

Alkhateeb, Morland, Ruddock & Savage, 1990a; McLeod, Driver, Dienes & Crisp, 1991;

Nakayama & Silverman, 1986; Treisman & Sato, 1990; Wolfe, 1992b). The differences

between Treisman's experiments and the later findings are discussed in Wolfe et al. (1989).

In an effort to explain efficient conjunction searches, it has been argued that some features

are special in their ability to group distractors, segregate depth planes, or otherwise guide

attention. This type of claim has been made for motion (McLeod et al., 1991; Nakayama &

Silverman, 1986), stereopsis (Nakayama & Silverman, 1986), luminance polarity (Theeuwes

& Kooi, 1994), and color, among others. As data have accumulated, it has become

increasingly clear that efficient conjunction search is not restricted to searches involving

only a few basic features. There is good evidence for efficient conjunction searches

involving orientation, curvature (Wolfe, Yee & Friedman-Hill, 1992b), and, indeed, almost

any feature that has been tested. Rather than invoking special attention-guiding abilities for

one feature or the other, it might be better to assume that all the preattentive features

discussed in the next section have some ability to guide attention but that some features

provide better guidance than others. The ability to guide attention in conjunction search

seems to be related to the salience of the stimulus differences involved (Wolfe et al., 1989).

That is red items are easier to segregate from green items than from orange (Duncan &

Humphreys, 1989). To make claims for the special status of one type of feature, stimulus

salience would need to be equated across features. Nothdurft (1993c) has provided a useful

method to do this but the issue has not been pursued in conjunction search studies.
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While guidance of visual search can be used as evidence for preattentive processing of the

guiding attribute, the reverse is not true. Failure to find guidance, in the form of efficient

visual search, is not definitive evidence that a property is not processed preattentively. It is

theoretically possible to have a preattentive process capable of responding to some stimulus

property but unable to provide guidance for the subsequent deployment of attention. As an

analogy, consider trying to describe a sunset to a friend on the other side of the country.

Your description can never quite capture the richness and detail of your perception. Your

inability to convey the exact shading of the sky does not mean that you did not see it. The

same logical possibility exists in inferences about preattentive vision based on visual search.

If a search experiment produces RT x set size slopes near zero, as in Figure 2, that is

evidence that preattentive processes are sensitive to the differences between targets and

distractors. If the slopes are not near zero, that is evidence that preattentive processes cannot

direct attention based on the differences between targets and distractors. Those differences

might still be registered preattentively but be unavailable for export.

2.2 Typical conditions and pitfalls in visual search tasks.

That cautionary note notwithstanding, there is a great deal that we can learn about

preattentive processing from visual search experiments. In this section, we will address a

few methodological issues before turning to the results of search studies.

In a typical visual search task, subjects would run several hundred trials of the sort shown in

Figure 2. A range of set sizes would be tested with the set size on each trial chosen

randomly. Target presence or absence would also vary from trial to trial. Usually targets are

presented on 50% of trials. Items are positioned at random in the visual field with target

position, likewise, random. Reaction time and accuracy are measured. Subjects are usually

instructed to keep error rates low in these experiments where "low" means something like

"below 10%". The slope of the RT x set size function is the main measure of interest
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though the mean RT and/or the y-intercepts of RT x set size function may also be useful. In

our lab, we have found that the statistical reliability of slopes from individual subjects

running 300 or 400 trials is quite low (O'Neill & Wolfe, 1997). Consequently, statements

about slopes should be based on data from multiple subjects (Ten is a reasonable sample.)

or on quite massive amounts of data from single subjects (thousands, not hundreds of

trials).

The linearity of RT x set size functions is often asserted with more vigor than data. Typical

search experiments use three or four set sizes. Regression coefficients based on linear fits

of three points will be high for almost any set of three monotonically increasing values.

Moreover, linearity over a relatively small range of set sizes (typical in search experiments)

does not guarantee linearity over a large range (for a clear illustration of this point see

Carrasco, Evert, Chang & Katz, 1995).

The distribution of RTs for a single set size are generally not normally distributed. Most

commonly, the distributions are positively skewed. Therefore, slopes based on simple

means may be somewhat misleading since the RT means may be poor representatives of the

central tendency of the data.  Common solutions to this problem include using median RTs

and using the mean of log transformed RTs, but examination of the actual distributions

seems preferable to blind application of any solution.

Probably the greatest opportunities for error in visual experiments lie in the creation of the

stimuli rather than the analysis of the data. Efficient, preattentively guided search can be

masked by several factors. The most basic of these involve issues of resolution and

eccentricity. If items need to be foveated before targets can be discriminated from

distractors, then slopes are going to be steep. Indeed, any time slopes of RT x set size

functions approach 100-150 msec/item for target present trials and twice that for target
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absent, one should suspect an eye movement artifact. If the stimuli are of an adequate size,

then it should be possible to identify a single item as target or distractor in a brief (e.g. 200

msec) exposure at any location in the display. Given adequately large stimuli, it is probably

not necessary to tightly restrict eye movements. Zelinsky and Sheinberg (1997) have shown

that the pattern of RTs is very similar under conditions of both free eye movement and

rigorous fixation.

Even with large stimuli, there are very substantial effects of eccentricity on RT (Carrasco et

al., 1995; Chun & Wolfe, 1996; Sanders, 1993; Wolfe, O'Neill & Bennett, 1997). In some

cases, these can be eliminated by scaling stimuli with a cortical magnification factor

(Carrasco & Frieder, 1997).  There is evidence that eccentricity effects are not isotropic.

Unfortunately, the literature is not clear on the nature of the anisotropy. Right field

superiority has been found (Efron & Yund, 1996; Yund, 1996; Yund, Efron & Nichols,

1990) as have lower field (He, Cavanagh & Intriligator, 1996) and upper field superiority

(Previc, 1996; Previc & Blume, 1993). The topic is interesting in its own right but for

purposes of standard search experiments the message is that the distribution of target

locations should be the same as the distribution of distractor locations in order to avoid

systematic errors.

In search experiments, multiple items are presented at one time. This raises the possibility of

lateral interactions between items, notably mutual interference (Berger & McLeod, 1996;

Cohen & Ivry, 1991). These effects of crowding are more marked in the periphery than they

are near the fovea (He et al., 1996). This becomes a methodological problem in visual search

experiments because, as a general rule, density increases with set size (Cohen & Ivry, 1991).

One can hold density constant but then it becomes necessary to allow mean eccentricity to

increase with set size (clearly undesirable) or to position regions of uniform density at

different locations in the visual field from trial to trial. This latter method is useful when the
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stimuli are briefly exposed, precluding eye movements. Otherwise, the eyes have a tendency

to move to the center of gravity of the display (Findlay, 1995; Zelinsky, Rao, Hayhoe &

Ballard, 1996). This introduces an eccentricity artifact as if all displays were centered on

fixation. In a generic search task, it is probably wise to space items so widely that crowding

effects are unimportant even at the highest set sizes and densities.

2.3 Texture segmentation and visual search

Done correctly, visual search experiments can be used to identify properties of the visual

input that are processed prior to attention. The properties have been called "basic" or

"preattentive features". As shown in Figure 2, highly efficient search (RT x set size slopes

near zero) is the mark of preattentive processing. However, a slope near zero, by itself, is not

definitive evidence that the target differs from distractors on the basis of a preattentive

feature. Evidence from some converging operation is desirable before enrolling a feature in

the ranks of the preattentive (Garner, Hake & Eriksen, 1956). One of the most useful

converging methods is texture segmentation (Beck, 1966a, 1966b, 1982; Julesz, 1981;

Treisman & Gelade, 1980; see also Trick & Enns, 1997). In texture segmentation tasks, a

target region of items differs from the background items. That region either does or does

not "pop-out" as shown in Figure 3.

Figure 3: Texture segmentation (after Julesz, 1981)
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In 3a, a difference in orientation causes the lower left region to clearly segment. In Figure

3b, the difference between  and  is much less evident. To quantify the degree of texture

segmentation, the usual methods involve brief presentation of the patterns in order to prevent

item by item scrutiny. Subjects are asked to make a forced-choice localization of the target

region or, perhaps, an identification of the shape of the region (vertical, horizontal, etc)

(Bergen & Julesz, 1983).

Search and texture segmentation sound very similar, but they are not identical as Figure 4

illustrates.

Figure 4 - 4a shows an example of good texture segmentation with difficult search

while 4b shows efficient search without good texture segmentation (after Wolfe,

1992a).

In Figure 4a, the targets are tilted 15 and 45 deg to the right of vertical among distractors

tilted 15 deg to the left and 75 deg to the right. It is not hard to see that there is a vertical

texture patch but it quite laborious search is required to find the isolated 15 and 75 deg

targets (row 4 - column 3 for one, row 9, column 10 for the other). In Figure 4b, the targets

are white horizontal and black verticals. Isolated examples of these are found quite

efficiently but it will take considerable scrutiny to determine the orientation of the texture



Wolfe J. Visual attention. In: De Valois KK, editor. Seeing. 2nd ed. San Diego, CA:
Academic Press; 2000. p. 335-386.

17

region defined by the appropriate conjunctions of color and orientation. Stimulus properties

that produce both efficient search and effortless texture segmentation are good candidates

for preattentive features (Donk & Meinecke, 1997; Nothdurft, 1994; Wolfe, 1992a).

2.4 Preattentive Features

This section will review the data supporting specific preattentive features. A somewhat more

extensive review of this topic can be found in Wolfe (1997b).

COLOR

Color has long been accepted as a preattentive feature (Bundesen & Pedersen, 1983; Carter,

1982; Farmer & Taylor, 1980; Green & Anderson, 1956; Smith, 1962; Williams, 1966a).

Search for a target color among homogeneous distractors is efficient as long as the target

and distractor colors are not too similar (Nagy & Sanchez, 1990; Nagy, Sanchez & Hughes,

1990). With multiple distractor colors, search is efficient if a line can be drawn through

color space separating the target and distractors colors  (linear separability Bauer, Jolicœur

& Cowan, 1996a; Bauer, Pierre & B., 1996b; D'Zmura & Lennie, 1988) or if the colors are

widely separated (Duncan, 1988 ; Smallman & Boynton, 1990; Wolfe et al., 1990). With

widely separated colors, some colors may be more basic than others. Thus, for instance,

purple may be represented as red and blue in the preattentive guidance of attention

(Moraglia, Maloney, Fekete & Al-Basi, 1989; Treisman, 1985; Treisman & Gormican,

1988). Color space is three dimensional. There is some evidence that the achromatic

dimension is treated differently in visual search (Theeuwes & Kooi, 1994).

Preattentively processed color information is readily used to select items for subsequent,

attentional processing (Egeth et al., 1984; Kaptein, Theeuwes & Van der Heijden, 1994;

Poisson & Wilkinson, 1992; Wolfe et al., 1989; Zohary, Hochstein & Hillman, 1988 ).

This selection can be seen physiologically in, for example, area V4 (Motter, 1994a).
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Because it is so effective, selection by color is common in the design of visual displays (e.g.

Backs & C., 1995; Van Orden, 1993). Shih and Sperling (1996) have argued that this

selection is a selection of colored locations (or objects) rather than a selection of color in

some more abstract sense.

In general, it is difficult to use two colors to guide attention simultaneously (Wolfe et al.,

1990). There are some exceptions to this rule (Grabowecky & Khurana, 1990; Heathcote &

Mewhort, 1993). Notably, search for items defined by the conjunction of two colors may

improve markedly with practice (Ponte, Rechea, Sampedro & Carrasco, 1997). In addition,

while it may be hard to find the item that is "red and yellow", it is substantially easier to find

a red "object" surrounding a yellow "part" (Bilsky & Wolfe, 1995; Wolfe, Friedman-Hill &

Bilsky, 1994).

Finally, there is mixed evidence for a preattentive ability to detect a change in color.

D'Zmura  and Mangalick (1993) find that subjects can search efficiently for a target that is

undergoing a smooth color change different from that of the distractors. However,

Theeuwes (1995) finds that subjects cannot search efficiently for an abrupt change in color.

The meaning of these differences is presently unclear,  though D'Zmura  and Mangalick

(1993) were simulating conditions of changing illumination and that more natural situation

may be critical here.

ORIENTATION

Orientation differences can guide the deployment of attention. A target will pop-out of a

field of homogeneous distractors if the difference between target and distractor orientations

is large enough (15 deg is a good rule of thumb). Foster and his colleagues have collected

the most systematic data on this point (Foster & Ward, 1991a, 1991b; Foster & Westland,
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1993). Work by Moraglia (1989a) and, much more extensively by Nothdurft makes it clear

that it is local differences in orientation that are critical in these cases (Luschow &

Nothdurft, 1993; Nothdurft, 1993a, 1993b, 1991b, 1992, 1993c) (see also Bravo & Blake,

1992; Landy & Bergen, 1991). Converging evidence for the featural status of orientation is

readily available from texture segmentation studies (e.g. Landy & Bergen, 1991; Nothdurft,

1991b).

When more than one distractor orientation is present, several factors determine the

efficiency of search (Alkhateeb, Morris & Ruddock, 1990b). One of these is the categorical

status of the items. For the purpose of guiding attention, orientations seem to be categorized

as "steep", "shallow", "left-tilted" and "right-tilted". It appears to be quite easy to search for

a target if it is categorically unique and quite difficult if it is not. For example, search for a

10 deg target among +/- 50 deg distractors is quite efficient. With vertical defined as 0 deg,

the 10 deg target is the only "steep" item in the display. Search for the same 10 deg target

among +70 and -30 deg distractors in less efficient because -30 deg items share

"steepness" with the target and the +70 deg items share "rightness" (Wolfe et al., 1992a).

Foster's group has proposed a set of broadly tuned filters that that perform operations

similar to the proposed categorization of orientations (Foster & Ward, 1991b; Foster &

Westland, 1995) but see (Mannan, Ruddock & Wright, 1995).

These results can be thought of in terms of target-distractor and distractor-distractor

similarity. Duncan and Humphreys (1989) argue that search efficiency increases with

distractor-distractor similarity. The more homogeneous the distractors, the more efficient the

search. Search efficiency decreases with target-distractor similarity. The Wolfe et al. (1992)

results show that similarity is modulated by categorical status as well as by angular

separation. The similarity of orientations is also modulated by symmetry relations. In visual

search, symmetrical orientations are more similar than their simple angular separations
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would suggest (Wolfe & Friedman-Hill, 1992a). Additionally, efficient orientation search

can be based on unique angular relationships between items (Wolfe & Friedman-Hill,

1992b). Asymmetries in orientation search were discussed in Section 2.1.1 above.

Efficient orientation search can be performed with items that are created from a wide range

of different surface media. The items can be defined by luminance, color, texture, motion, or

other, smaller oriented lines  (Bravo & Blake, 1990; Cavanagh, Arguin & Treisman, 1990;

Luschow & Nothdurft, 1993). All of this suggests that the preattentive representation that

supports orientation search comes relatively late in visual processing. Physiological

evidence suggests that early processing (primary visual cortex) can represent luminance-

defined orientation but not the other methods of stimulus generation (Von der Heydt,

Peterhans & Baumgartner, 1984).

There are some oriented items that will not support efficient search. For example, Gilchrist

et al. (1997) found that subjects could search efficiently for an oriented target defined by

two white circles or by two black circles. However, if the item was defined by circles of

different polarity, one white and one black, then search was inefficient. Interestingly, if the

circles were replaced by squares, efficient search became possible. Apparently the

colinearity of the edges of the squares could overcome the preattentive resistance to polarity

reversal (see also Enns & Kingstone, 1995).

It does not seem to be possible to guide attention to two orientations at the same time

(Bilsky & Wolfe, 1995; Wolfe et al., 1990). Finally, there is some indication that the

preattentive coding of orientation and size (or spatial frequency) may not be independent

(Sagi, 1988).
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CURVATURE

Curvature has been proposed as a preattentive feature (Foster, 1983; Treisman, 1986).

Search for curve among straight is efficient as is search for a curve among its 180 deg

rotation (left vs right, up vs down). The claim of featural status has support from texture

segmentation experiments (Simmons & Foster, 1992). Curvature may not be a terribly

robust feature. If the curves form the mouths of schematic happy and sad faces, efficient

search does not appear to be possible (Nothdurft, 1993d), possibly because the other

components of the face mask the curvature cue.

The status of curvature as a visual feature has been a matter of debate for many years in

other contexts (Blakemore & Over, 1974; Riggs, 1973 ; Stromeyer & Riggs, 1974 ). The

heart of the argument concerns whether curvature is coded by the visual system as curvature

per se or merely as a local change in orientation. In visual search, it appears that curvature is

more than just local orientation change (Wolfe et al., 1992b).

SIZE

In thinking about size as a basic feature, there are several different but related senses of the

term that must be considered. In visual search, size can refer to the spatial extent of an item.

There is good evidence for the featural status of size in this sense. Search for the biggest

item is particularly efficient (Bilsky, Wolfe & Friedman-Hill, 1994; Dehaene, 1989; Stuart,

1993; Williams, 1966b). In unpublished work, we have found that searches for the biggest

and smallest items are efficient enough but search for the medium-sized target among big

and small distractors is inefficient. Again there is support from texture segmentation

(Wolfe, Chun & Friedman-Hill, 1993).

Size can also refer to spatial frequency. Efficient search can be based on patches of the

same angular subtense if they contain gratings of different spatial frequency (Verghese &
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Nakayama, 1994). As with size, the extremes of coarsest and finest are relatively easy to

find, while an intermediate frequency is hard to find among coarser and finer distractors

(Bose and Wolfe, unpublished). As noted above, it may be difficult to treat spatial frequency

and orientation as independent features (Moraglia, 1989b; Sagi, 1988). There is support

from texture segregation for a preattentive role for spatial frequency (Julesz & Papathomas,

1984).

Spatial scale is the final sense in which size enters into research on spatial attention. It is

intuitively clear that scale can be an important factor. If you are looking at someone, you can

attend to the person, the face, the nose, or the spot on the end of the nose; all while having

the same visual stimulus present in the field and all while having attention centered on the

same location in that stimulus. In the laboratory, work on spatial scale has rarely involved

such natural stimuli. More commonly, the stimuli have been forms composed of other

forms as shown in Figure 5.
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Figure 5: (Global/local stimuli after Navon, 1977)

Navon (1977) proposed that processing of such stimuli proceeds from the global to the

local level (see also Paquet, 1992). That appealing simple story gave way to the more

complicated realization that so-called "global precedence" could be modulated by the size

and spatial frequency content of the stimuli (Kinchla & Wolfe, 1979; LaGasse, 1993; Lamb
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& Robertson, 1990; Lamb & Yund, 1993) as well as by attentional factors (e.g. cueing

Robertson, Egly, Lamb & Kerth, 1993). In visual search experiments, Enns and Kingstone

(1995) found relatively efficient search for local forms with less efficient search for global.

They argued that an "attention-demanding grouping stage"  was required to put together

global stimuli of the sort shown in Figure 5. Saarinen  (1994) reported a global precedence

effect with globally oriented stimuli composed of locally oriented stimuli. However, this

result may be an artifact of the particular orientations used (Durgin & Wolfe, 1997).

Completing this somewhat confused picture, there is evidence that attention can be directed

to two scales at once but with some cost (Farell & Pelli, 1993; Verghese & Pelli, 1994) but

see (Saarinen, 1995).

This global-local literature (pre-1992) has been well reviewed by Kimchi (1992). For

present purposes, perhaps the safest conclusion to be drawn from these experiments is that,

since attention can be directed on the basis of scale, scale must be represented preattentively.

This would be consistent with our finding that visual search can be modified by the

hierarchical structure of items (Wolfe et al., 1994). It is less reasonable to conclude that

attention must be directed to one level in a display before another. The findings are simply

too diverse.

MOTION

Moving targets pop-out of a field of stationary distractors (Dick, Ullman & Sagi, 1987). In

recent, as yet unpublished work, we have looked simple feature search in five conditions

with results as shown below:
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Target Distractors Target-
present
slope

Target-
absent
slope

linear motion stationary -1.2 -1.4

brownian  motion stationary -0.7 -0.4

stationary linear
one direction

6.5 10.5

stationary linear
multiple
directions

12.9 25.6

stationary brownian motion 13.0 18.7

    Table 1 - Results of simple motion search experiments. Slopes are

given in msec/item.

Individual spots could move in a single direction throughout a trial or their motion could

change randomly from frame to frame. Search for random or linear motion among

stationary distractors was very efficient. Search for the absence of motion is less efficient.

This asymmetry was most marked when the distractor motion was random. This probably

reflects the fact that attention is attracted to points of local change (Nothdurft, 1991a, 1993c)

and the random distractor motion creates the greatest quantity of irrelevant local motion

contrast.

There have been some investigations of visual search using other motion displays, notably

optic flow displays that simulate observer motion through a stationary world (Royden,

Wolfe, Konstantinova & Hildreth, 1996, 1997). In these studies, subjects were able to

search with reasonable efficiency for spots that were stationary in the stimulus even though

multiple directions of motion were present in the distractors. At least two interpretations of

these data suggest themselves. If the display was interpreted as a stationary world seen by a

moving observer, then the physically stationary target would represent a moving, attention-

grabbing stimulus in the world. Alternatively, since motion in optic flow stimuli is locally
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quite homogeneous, the stationary item might simply represent the locus of the greatest

local change in motion. Control experiments seem to favor the latter account but the issue is

not settled.

In optic flow, the entire field moves in a coherent manner. It is also possible to create items

that each have their own pattern of expansion or contraction. With these localized flow

patterns, we can ask if an expanding item pop-outs from a collection of contracting items or

vice versa (Obviously, it is necessary to control for uninteresting size artifacts.) It had been

argued that all such searches were inefficient (Braddick & Holliday, 1991). However, more

recent work finds that two-dimensional patterns of expansion are found efficiently among

contracting distractors while contracting targets remain hard to find among expanding

distractors  (Takeuchi, 1997).

There is an asymmetry in speed detection with fast stimuli among slow found more

efficiently than slow among fast  (Ivry, 1992). Driver et al. (1992a) report on a series of

experiments revealing the rather complex relationship of speed and direction in visual

search. In apparent motion, short-range apparent motion (or whatever one cares to call it -

Cavanagh & Mather, 1989) supports efficient search while long-range does not - (Dick et

al., 1987; Horowitz & Treisman, 1994; Ivry & Cohen, 1990). Motion defined by

equiluminant stimuli does not support efficient search (Luschow & Nothdurft, 1993) nor

does motion with bicontrast dot (Horowitz & Treisman, 1994).

When it comes to guiding attention toward more complex targets, motion is one of the most

effective of the preattentive features. Knowing the motion of a target speeds search

(Berbaum, Chung & Loke, 1986). Most of the evidence for the guiding power of motion

comes from conjunction searches (McLeod, 1993; McLeod, Driver & Crisp, 1988; McLeod

et al., 1991; Nakayama & Silverman, 1986) see also (Kawahara, 1993). A number of studies
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have concentrated on the tendency of moving stimuli to form coherent groups (Driver,

McLeod & Dienes, 1992b; Duncan, 1995). Some of the complexities of the relationships

between features are revealed in series of papers on orientation X motion conjunctions. In

one task, the target might be a moving item of orientation A among stationary items of

orientation A and moving items of orientation B. In another task, the target could be

stationary A among moving A and stationary B, and so forth. Control conditions assessed

the efficiency of the relevant orientation features searches (orientation A among B and vice

versa, moving among stationary and vice versa). Driver and McLeod (1992) found that, if

the orientation feature search was efficient, then the conjunction task was easier if target was

in motion. If orientation task was inefficient, then the conjunction task was easier if the

target was stationary. Müller and Maxwell (1994) failed to replicate this search asymmetry.

Berger and McLeod (1996) argued that this was due to differences in item density, though

Müller and Found (1996) disagreed. This somewhat arcane disagreement is worth pausing

over because it illustrates the fact that the finer details of preattentive processing are hard to

infer from single experiments. Visual search is a signal detection problem with the

properties of the target providing the signal and the properties of the distractors and their

interrelationships providing the noise (e.g. see discussion in Eckstein, Thomas, Palmer &

Shimozaki, 1996; Hübner, 1993; Verghese & Nakayama, 1994; Wolfe, 1994). Seemingly

simple changes in something like the orientation of half of the items may have complex

consequences. Firm conclusions may require evidence from a series of experiments using

different stimuli - though, in some case, the definitive answer may not be worth the effort.

DEPTH CUES

The third dimension of space is represented in preattentive vision. This can be seen in the

ability of various depth cues to guide and modulate the deployment of attention. Stereopsis

will support efficient search (Nakayama & Silverman, 1986). In fact, Julesz's classic

random dot stereograms can be seen as texture segmentation evidence for the preattentive
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calculation of disparity (Julesz, 1962, 1964, 1971). Some of the details of preattentive

processing of disparity are worked out in the visual search experiments of  O'Toole and

Walker (1997) (see also Chau & Yei-Yu, 1995). These studies used stimuli in the frontal

plane - one disparity per stimulus. Search experiments also reveal preattentive sensitivity to

changes in depth within a stimulus. When targets and distractors differ in the tilt out of the

frontal plane, efficient search is possible (Holliday & Braddick, 1991) (see also Epstein &

Babler, 1990; Epstein, Babler & Bownds, 1992).

Depth relationships within items are at the heart of most other demonstrations of

preattentive processing of the third dimension. Preattentive processes seem to be able to

distinguish objects that appear concave from those that appear convex using shading as the

cue to depth (Kleffner & Ramachandran, 1992; Ramachandran, 1988; Snyder & Barlow,

1988) (see also Aks & Enns, 1992; Braun, 1993). These studies use circular patches filled

with a grayscale gradient, brighter on top and dimmer on bottom (or vice versa). Left-right

gradients do not work as well suggesting a bias to assume a light source shining from above

(Sun & Perona, 1996b). Step changes that do not look like shading at all, will also support

reasonably efficient search (Heathcote & Mewhort, 1993; Kleffner & Ramachandran,

1992). This could cause one to wonder if shading is, indeed, the cue in these experiments.

In other contexts, shading information does seem to be unambiguously useful in

distinguishing targets and distractors (Enns & Rensink, 1990a; Sun & Perona, 1996a) and

there is evidence that preattentive processes are sensitive to the physical properties of

shadows (Rensink & Cavanagh, 1993).

Enns and Rensink have done a series of experiments showing that the preattentive processes

can interpret line drawings as simple 3D shapes (cubes, etc) and can base visual search

performance on properties like the orientation of a bar in depth (Enns, 1992; Enns &

Rensink, 1990b, 1991, 1993). They used RT measures. Sun and Perona (1996a) used



Wolfe J. Visual attention. In: De Valois KK, editor. Seeing. 2nd ed. San Diego, CA:
Academic Press; 2000. p. 335-386.

28

accuracy measures to confirm and extend these results. Like other  features, preattentive

processing of depth cues produces search asymmetries. For example, finding an upward

tilted cube among downward tilted cubes is easier than downward among upward (Von

Grünau & Dubé, 1994)

Evidence for preattentive processing of occlusion comes from interesting work by Rensink

and Enns (1995) showing that preattentive processes cannot ignore the results of occlusion.

Thus, a 1 deg long line is treated as a 1 deg long line even if a portion of the middle of that

line is occluded.

Further evidence for the preattentive processing of depth information comes from

experiments on the deployment and spread of attention. Several experiments show an ability

to allocate attention to locations cued in depth (e.g. Andersen, 1990; Downing & Pinker,

1985). Other experiments show restriction of attention to surfaces defined by

stereodisparity (He & Nakayama, 1994a, 1994b, 1992).

VERNIER

Fahle has shown that vernier offsets can be found efficiently and that this ability is not

reducible to a form of orientation search (Fahle, 1991, 1990).

LUSTRE

Wolfe and Franzel (1988) have shown that binocular lustre could be found efficiently.

Binocular lustre, produced by putting a dark field in one eye and a light field at the

corresponding location in the other  (Helmholtz, 1924; Tyler, 1983), is just one way of

making a surface appear to be shiny. Presumably, the preattentive feature is the surface

property of shininess and not something specific to binocular visual processing though this
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has not been tested. Other dichoptic properties like binocular rivalry (Blake, 1989; Wolfe,

1986) do not support efficient search (Wolfe & Franzel, 1988).

ASPECTS OF SHAPE

Shape is the holy grail of preattentive features. Like the grail of myth, it seems clearly

present yet frustratingly illusive. Some aspects of spatial configuration are available to

preattentive processes but it has proven rather difficult to specify exactly which ones. Terms

like shape and form are often used rather loosely. For instance, a study could involve search

for a moving X among stationary Xs and moving Os. This task might be described as a

search for a conjunction of motion and form (McLeod et al., 1988) but X’s differ from O’s

in a number of ways. O’s are curved, closed, and without terminators. X’s are composed of

straight lines, they do not form closed regions, and they have 4 terminators. Which of these

aspects is available preattentively?

Julesz and his colleagues tried to account for shape effects with an argument that

preattentive vision could only sense differences in the first-order statistics of patterns.

Texture segmentation could not be supported by texture elements that differed only in 2nd

order or higher properties (Caelli, Julesz & Gilbert, 1978; Julesz, Gilbert, Shepp & Frisch,

1973). Exceptions to this rule gave rise to Julesz’s texton theory (Bergen & Julesz, 1983;

Julesz, 1981, 1984, 1986; Julesz & Bergen, 1983). Here he argued for a limited set of shape

primitives, like line termination, whose presence could be detected preattentively.

Terminators

There is  good support for the preattentive processing of line termination (Bergen & Julesz,

1983; Julesz, 1984). For some pairs of target and distractor, it can be a little difficult to

decide if line termination or closure is the critical feature in a search. For example, consider

the difference between and “O” and a “C”. Is the “O” closed or does the “C” have a
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pair of line terminators? If we accept Treisman’s  analysis of search asymmetries, then, in

the case of “C”s and “O”s, the evidence comes down in favor of line termination.

Treisman has argued that it is easier to find the presence of a feature than to detect its

absence (Treisman & Gormican, 1988). Thus, given the finding that it is easier to find a

“C” among “O”s than vice versa, it follows that the “C” must carry the feature. In this

case, that would appear to be line termination.

While the presence of a terminator may be easy to detect among its absence, the quantity of

terminators is not as useful in guiding deployment of attention. Taylor & Badcock (1988)

found that search was inefficient when a target with 7 terminators was presented among

distractors with only 2. The data of Cheal and Lyon (1992)  complicate the picture further.

They obtained shallower target trial slopes for an "S" among "E"s (2 vs 3 terminators) than

for an "E"  among "S"s (3 vs 2 terminators). When Enns (1986) used elongated stimuli, the

ability to search for terminators was impaired.

Intersection and filter models of texture segmentation

Julesz proposed that intersections served as textons. The classic demonstration is shown in

Figure 6:

Figure Six: The border between “+”s and “T”s is clearer than that between “T”s

and “L”s
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Each of the elements in the figure is composed of a pair of orthgonal lines of equal length,

yet it is clear that the “+”s form a discrete region while the border between the “T”s and

the “L”s is not easy to see.  Bergen and Adelson (1988) questioned the need to explain

these texture segmentations by invoking texture primitives like textons. Like others, they

suggested that spatial filters of the sort found in early vision would do the job. (see also

Graham, Venkatesan & Sutter, 1993; Gurnsey & Browse, 1989; Keeble & Morgan, 1993;

Malik & Perona, 1990). Julesz and Krose (1988) created textures that they argued could

not be explained with standard filtering models. He and Nakayama (1994b) argued a similar

point with a different set of experiments. The debate has a certain similarity to the old debate

about whether vision was a matter of feature detectors or channels - one of those either-or

debates where later generations find it a bit difficult to see exactly what the argument was

about (Weisstein, 1973). If we take as given that spatial filters/channels are the front end of

the visual system, then, if a “T” is to be discriminated from a “+”, that information must

be present in some form in those channels. For our purposes, the question is whether

intersections are represented preattentively and the evidence is equivocal.

Closure

The preattentive processing of closure is seen less in its ability to support efficient search in

its own right and more in its ability to make other searches efficient. For example, consider

the searches in Figure Seven, derived from the work of Elder and Zucker (1993, 1994,

1998). The search for brackets pointing in at each other among brackets pointing out is

made easier if the brackets are clearly part of the same object. A similar point is made by

(Donnelly, Humphreys & Riddoch, 1991)
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FIND FIND

Figure Seven - It is easier to determine the relationship between two local elements

if they are part of the same object (after Elder and Zucker, 1993)

Topology

Chen and his colleagues have argued that the topological status of objects is available

preattentively. For instance, targets with holes can be found efficiently among distractors

without holes. (Chen, 1982, 1990; Chen & Zhou, 1995) but see (Rubin & Kanwisher,

1985).

2.5 The Preattentive Processing of Objects

The status of closure and topology raise the more general issue of the role of objects in

preattentive vision. In visual search, there is a good case to be made that attention is

deployed from object to object rather than from location to location or feature to feature. In

most laboratory search tasks, this is an idle distinction since objects and their features

occupy unique locations. However, the distinction becomes important in the real world

where objects and observers move. These real-world considerations make an a priori

argument for attention to objects. It is hard to imagine that it would be useful to have an

attentional system that deployed attention to the location of a toddler at one moment but then
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left attention at that location while the toddler toddled off. A substantial number of

experiments have been devoted to the ability to use attention to track target objects among

distractor objects while all are moving (e.g. Culham & Cavanagh, 1994; Intriligator,

Nakayama & Cavanagh, 1991; Pylyshyn & Storm, 1988; Yantis, 1992).

Evidence for the preattentive status of objects comes from experiments that show that object

status modulates visual search or some other attention-demanding task. For instance, it is

much easier to determine the relationship of two properties if they are part of the same

object than if they are not (Duncan, 1984; Duncan, 1993) (see also Lavie & Driver, 1996;

Vecera & Farah, 1994). In these experiments, features maintain the same spatial

relationships whether they are one object or two. This suggests that attention is directed to

objects and that it can be spread across a pair of objects only with difficulty. If attention is

being directed to an object, it follows that the object was represented preattentively in some

fashion. The work of Baylis and Driver (1993) makes a similar point, using figures rather

like those shown in Figure Eight. In this case, the task was to determine if the left vertex was

above or below the right. He found that this task was much easier if the vertices were part of

the same object (For further discussion of these issues see Baylis, 1994; Gibson, 1994).

A B C D

Figure Eight: It is easier to determine that vertex C is above D than to determine

that A is above B (after Baylis & Driver, 1993).
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Evidence that attention is directed to objects should not be read as evidence that attention

cannot be directed to locations. Both types of deployment are possible. One line of evidence

for this comes from studies of “inhibition of return” (Nakayama & Mackeben, 1989;

Posner & Cohen, 1984).  Once attention has been withdrawn it is harder to return attention

to whatever was previously attended. A number of studies show that inhibition of return can

be space-based or object-based (Gibson & Egeth, 1994; Tipper & Weaver, 1996; Tipper,

Weaver, Jerreat & Burak, 1994) (see also Müller & von Muhlenen, 1996). For a theoretical

treatment of this aspect of the data see Logan (1996).

Treisman and Kahneman introduced the idea “object files” that would be created through

the agency of attention (Kahneman & Treisman, 1984; Kahneman, Treisman & Gibbs,

1992; Treisman, 1982). The evidence that attention is directed to objects suggests that some

sort of object must exist preattentively. Wolfe and Bennett (1997) have called these

“preattentive object files”.  When attention is directed to a preattentive object (or object file,

if one prefers), the processing of the associated features of that object seems to have a

mandatory flavor to it. Recent data show that all the features of an object enter memory as

group (Luck & Vogel, 1997). Wolfe and Bennett (1997) found that the automatic

attachment of features to objects can make apparently simple searches quite difficult. This is

illustrated in Figure Nine.

Figure Nine: You will probably find it easier to locate the black horizontal in the

array on the right than in the array on the left (after Wolfe and Bennett, 1997).
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Even though each array contains 10 gray lines and 10 black lines, it is easier to find the

black horizontal line (or the gray vertical line) in the array on the right. On the right, each

item is has a single color and a single orientation. On the left, the items are all “black” and

“gray” and “vertical” and “horizontal”. Preattentive vision seems mandated to treat each

“plus” as an object and seems unable to bind color to orientation in parallel.

2.5.1 Shape of entire objects

The work just reviewed shows that the preattentive world is parsed into some sort of objects

prior to the arrival of attention. What do we know about the preattentive representation of

the shape of whole objects?

When other features are controlled for, shape of an object does not appear to be available

for the preattentive guidance of attention. Wolfe and Bennett (1997) performed a series of

experiments with meaningful and meaningless stimuli and, in all cases, search for one shape

among other shapes proved to be very inefficient. This does not mean that no aspect of

shape is processed preattentively. For instance, grouping and good continuation make some

sets of line segments into good, closed-curve objects while other sets do not form good

objects (Figure Ten). Donnelly et al.(1991) showed that visual search is sensitive to the

object-forming processes.

A B C D
Figure Ten: It is much easier to tell A from B than C from D (after Donnelly et al.,

1991).  A forms an object. B forms a broken object. C and D are merely collections

of Ls.
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Looking at Figure Ten, searches for stimulus A among B are efficient because the 4 Ls

group into a larger object. It may be that the identifying shape of an object is not available

preattentively to guide attention. However, the basic processes of object formation are

clearly occurring preattentively. Various other experiments could be used to make the same

point including (Pomerantz & Pristach, 1989) and the work of Elder and Zucker, cited

above.

2.5.2 Letters and Words

A great deal of work in the study of visual attention has used letters as stimuli. This

produces a degree of confusion in the analysis of the visual aspects of visual attention

because letters are not a simple set of stimuli. Letters can differ from each other in basic

features like the orientation of their line segments (e.g. A vs H) or line termination (X vs O).

Letters that do not differ in basic features (e.g. L vs T) must still be discriminable or they

would be of little use as members of an alphabet. Are those letters preattentively

disciminable and, if so, is that discriminability based on learned preattentive processing?

There is evidence for efficient processing of letters (e.g. Schneider & Shiffrin, 1977;

Shiffrin & Schneider, 1977) but the visual properties of the letters were not a particular

concern in this work. Wang and his colleagues (1994) argued for a preattentive distinction

between overlearned letters and unlearned but related figures (like a mirror-reversed “N”)

(see also Wang & Cavanagh, 1993). Their notion that novelty pops-out is related to similar

claims on behalf of novel words by Johnston and his colleagues (Hawley, Johnston &

Farnham, 1994; Johnston, Hawley & Farnham, 1993) (but see Christie & Klein, 1994).

There has been some suggestion that the categorical status of overlearned items like letters

is available preattentively. For instance, some experiments seem to show that the character

“0” is treated differently when it is thought of as an “oh” as opposed to “zero” (Brand,
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1971; Egeth, Jonides & Wall, 1972). Subsequent work casts doubt on the robustness of

this phenomenon (Duncan, 1983; Krueger, 1984).

Words and non-word letter strings behave differently as visual stimuli. However, with the

exception of the novel pop-out claims of Johnston and his colleagues (Hawley et al., 1994;

Johnston et al., 1993), the evidence suggests that these effects occur after attention has be

directed to the stimulus (Bundesen, Kyllingsbaek, Houmann & Jensen, 1997; Flowers &

Lohr, 1985; LaBerge, 1983)

2.5.3 Faces

Beyond basic features, there are two broad classes of complex stimuli that are repeatedly

offered as candidates for preattentive processing. Letters and words were discussed above.

The other class consists of faces and related stimuli. There is no doubt that search among

upright faces is more efficient than search among inverted or scrambled faces (Suzuki &

Cavanagh, 1995) (see also Levin, 1996; Reinitz, Morrissey & Demb, 1994) but these

differences are differences between inefficient search for faces and really  inefficient search

through inverted or scrambled faces  (Nothdurft, 1993d). Real or schematic faces behave the

same way. A similar story holds for eye position. Von Grünau et al. (1995) found that

search for a straight-ahead gaze was more efficient than search for gaze left or gaze right but

this was a modulation of a basically inefficient search. Claims for efficient search for an

angry face (Hansen & Hansen, 1988) have been challenged as artifactual (Purcell, Stewart

& Skov, 1996).

2.6 Preattentive Summary

Evidence suggests that visual attention can be guided by the preattentive processing of a

limited set of basic features. These include color, orientation, motion, size, curvature, various

cues to depth, and several aspects of form (e.g. line termination). The case for preattentive
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processing of more complex properties like object shape, letters, or faces is weak though

there is some evidence for efficient search for some overlearned stimuli. Conjunctions of

features are implicitly available. For instance, color and orientation in the same place at the

same time will produce an orientation contingent color aftereffect (the McCollough effect,

Houck & Hoffman, 1986) (see also Mordkoff, Yantis & Egeth, 1990). However, those

conjunctions do not seem to be explicitly available (see, for instance, Lavie, 1996).

3 Vision with attention

3.1 Attention enables other visual processes

If preattentive vision is a world of visual features loosely parsed into unidentified objects,

then what is the role of attention when it arrives in that world? If we are going to attempt to

encapsulate the role of attention in a single phrase, perhaps it would be best to say that

attention serves as an enabler rather than an actor in its own right. Rather than saying that

attention binds features, we would say that attention enables binding to occur. Rather than

saying that attention somehow identifies an object, we would say that attention enables

object recognition processes to work on a single item at a time. Indeed, attention enables a

vast array of perceptual abilities. Consider that virtually all of vision research involves

judgments about visual stimuli that are scrutinized with all available attention. Outside of

those working on preattentive or inattentive vision, no one would design an experiment in

which subjects were intended to make fine perceptual assessments of one stimulus while

attending to another. This we may take as prima facie  evidence that attention is required for

many aspects of routine visual processing.

3.2 How and what does attention enable?

Attention enables visual processing in a wide variety of ways. The purpose of the next

section is to catalog these various modes of attention. The items on this list should not be

seen as mutually exclusive.
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SELECTION IN SPACE

Stimulus selection is one of the most critical functions of attention. There are many visual

processes that simply cannot operate on the entire retinal image at once. Attention acts as a

gatekeeper, passing a relevant subset of the stimuli to one or more limited capacity

processes. Face perception is a clear example. As discussed above, face identification occurs

one face at a time. The problem would seem to be that the face identifier wants to operate on

one set of eyes, nose, mouth, etc. Presented with multiple faces, this limited-capacity process

suffers from a version of the binding problem (e.g. Treisman, 1986). It does not know

which eyes go with which nose, and so forth. Selective attention allows just one face to

reach the face processor at one time.

In the 19th century, Helmholtz (1924) noted that one could selectively attend to stimuli away

from the focus of attention. James (1890) put forth an early version of a spotlight metaphor

in which attention acts like a mental flashlight, moving around the scene. The literature on

the selective powers of attention is vast and this review can only point at some of its more

salient features (for a much more extensive review see chapters 2 and 5 of Pashler, 1997)

(see also Kahneman & Treisman, 1984; Lavie & Tsal, 1994a). Chapter 4 of Styles (1997) is

devoted to the spotlight issue (see also Castiello & Umilta, 1992). As a metaphor for

attentional selection, the spotlight needs substantial modification. First, there is the matter of

the movement of the spotlight. If a real spotlight sweeps across a scene from point A to

point B, it illuminates the space in between. When the spotlight of attention goes from A to

B, this redeployment is probably better understood as attention withdrawing from one

location and reappearing at another without necessarily illuminating intermediate locations -

(e.g. Sagi & Julesz, 1985; Sperling and Weichselgartner, 1995) (but see Tsal, 1983).

Second, a standard spotlight is directed to a location in space. The attentional spotlight is

directed to objects. Space-based models, by themselves are inadequate to handle the data on
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objects (e.g. Schneider, 1993) though cueing of specific spatial locations can modulate the

object-based effects (Lavie & Driver, 1996). Things get more complicated if a subject is

asked to attend to items based on some feature (e.g. color). We found that subjects could

process specific subsets of the stimuli in parallel in a visual search tasks even when the

relevant and irrelevant items were intermixed (Friedman-Hill & Wolfe, 1995). As noted

above, many others have found evidence for serial processing of subsets of stimuli (Egeth et

al., 1984). This could be seen as evidence that attention can be directed to multiple locations

at one time but perhaps this should be seen as a stage prior to the deployment of an

attentional spotlight. Color (or some other basic feature) can be used to prioritize the

subsequent deployment of attention. This is consistent with claims from several labs that

selection by color is, in fact, selection of location based on color information (Cave &

Pashler, 1995; Kim & Cave, 1995; Tsal & Lavie, 1993). Presumably, the same would hold

for selection by other features.

Third, to the extent that attentional selection can be seen as a spotlight, its size is adjustable

(Broadbent, 1982). A zoom lens has been offered as a metaphor (Eriksen & St.James,

1986) (c.f. Richards, 1968). This, in turn, leads to the idea that attention and processing

capacity can be spread over multiple objects, maybe over the entire scene, and that attentional

load is the critical determinant of the size of the spotlight (Lavie & Cox, 1996; Lavie & Tsal,

1994a, 1994b) (see also Nakayama, 1990).

Fourth, there is an ongoing debate about the ability to divide the spotlight into multiple, non-

contiguous regions. It is probably the case that attention can select one object even if that

object is broken into non-contiguous regions. For this point, the relevant experiments are

those showing that attention can be attached to some group of items while apparently not

spilling over on to intervening space or intervening items. For instance, Driver and Baylis

(1989) showed more flanker interference (see below) with items that moved together, but
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see (Kramer, Tham & Yeh, 1991). Perhaps more striking are the experiments on

multielement tracking (Intriligator et al., 1991; Pylyshyn & Storm, 1988; Yantis, 1992)(see

also Culham & Cavanagh, 1994). In these studies, subjects are asked to attend to N out of

M moving items. They can keep track of 3 to 6 of these. Pylyshyn's FINST theory

accomplishes this by proposing that there is a preattentive, limited-capacity mechanism

devoted to spatially indexing objects. These indexes allow attention to be efficiently guided

to members of a desired subset of a set of moving objects as if they had blinking lights

attached to them (Pylyshyn, 1989, 1994, 1998). Alternatively, attention might be used to

hold 3-6 bits in some sort of virtual object (see Cavanagh's idea of attentional "sprites" -

Cavanagh, 1997). In either case, as Driver and Baylis (1989) note, data of this sort make it

clear that the spotlight metaphor cannot be taken in any literal sense. The spotlight of

attention is doing things that no light source can do.

Fifth, control of selection is not perfect. One of the classic illustrations of this fact is the

Eriksen flanker task (Eriksen & Eriksen, 1974; Eriksen & Hoffman, 1973). In a flanker

task, one might see three letters in a row. The instructions might be to push one key if the

central letter was an "A" and another if it was a "B". The basic finding is that RTs for {A A

A} are faster than for {C A C} which are, in turn, faster than {B A B}. The flanking letters,

even though they are utterly irrelevant to the task, exert an influence on the response. They

cannot be ignored. The effect varies with the spatial properties of the display (distance to the

flankers, etc. Miller, 1991) and with load (Lavie's work, cited above).

Though this is not a review of the physiological literature on attention, it is worth

mentioning that there are physiological correlates of selection by location/object (Moran &

Desimone, 1985) and by feature (Motter, 1994a, 1994b). For a review, see Desimone &

Duncan (1995).
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SELECTION IN TIME

Attention is involved in the selection of items in time as well as in space. The “attentional

blink” is an important example of this aspect of attention (Raymond, Shapiro & Arnell,

1992; Shapiro, 1994). In a standard attentional blink experiment, subjects monitor a stream

of items appearing at a rate of around 10 Hz. Most often these would be alphanumeric

characters, presented at fixation. Items can be monitored at this speed for the presence of a

target element (Sperling, Budiansky, Spivak & Johnson, 1971); even for quite complex

scene properties (Intraub, 1985; Potter, 1975, 1993; Potter & Levy, 1969). However, if

subjects detect a first target, they will tend to be unable to respond to a second target

presented within 200-500 msec of the first (e.g. Chun & Potter, 1995; Ward, Duncan &

Shapiro, 1996, 1997). The fate of the “blinked” stimuli will be discussed when we talk

about vision in the absence of attention (Section 5).

“Inhibition of return”, mentioned above, is another example of attentional selection in time

(Posner & Cohen, 1984). Attention to an object at one moment in time makes it harder to

re-attend to the same object in the next second or so. Inhibition of return would seem like an

obviously useful mechanism, preventing subjects from revisiting useless locations or objects

during visual search tasks (Klein, 1988) but it has proven difficult to confirm a role for

inhibition of return (Horowitz & Wolfe, 1997; Wolfe & Pokorny, 1990). See (Pratt &

Abrams, 1995; Tipper, Weaver & Watson, 1996) for a similar controversy.
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VIGILANCE

Faced with the impossibility of processing everything all of the time, attention enables

resources to be devoted to important new events. Vigilance can be thought of as an

attentional state in which a display is monitored for something worthy of focal attention. In

typical vigilance tasks, subjects might be monitoring a display for the appearance of a

designated target (e.g. Baker, 1958; Koelega, Brinkman, Hendriks & Verbaten, 1989).

These tasks mimic important real-world tasks like the monitoring of air control displays or

industrial equipment. For reviews see  (Mackie, 1977; Parasuraman, 1986).

Vigilance implies an ability to spread some processing resource across a substantial portion

of the visual field. It is possible to design tasks where vigilance in peripheral vision coexists

with focal attention to some foveal tasks. This suggests that these are separate mechanisms

of attention. Separate or not, focal attention does influence the ability to deploy resources to

more peripheral locations. As a general rule, as foveal load increases, peripheral processing

decreases in a form of attentional tunnel vision (Ikeda & Takeuchi, 1975; Williams, 1985,

1989). Rossi and Paradiso (1995)  report an interesting wrinkle on this effect. The

reduction of sensitivity to a peripheral grating depends on the relationship between the

properties of that grating and the stimuli producing the central load.

Sanders(1970) talked about a “useful field of view”. Roughly speaking this is the region

within which attention can be effectively deployed. In addition to shrinking as load

increases, the useful field of view also shrinks as age increases (Ball, Beard, Roenker, Miller

& Griggs, 1988; Owsley, Ball & Keeton, 1995; Sekuler & Ball, 1986). This effect is

separable from any changes in perimetric visual field (Ball, Owsley & Beard, 1990) and

may be related to real-world problems such as car accidents in the elderly (Ball, Owsley,

Sloane, Roenker & Bruni, 1993) (see also Weltman & Egstrom, 1966).
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There is also a bottom-up, stimulus driven aspect to attentional vigilance. Initially, it was

proposed that abrupt onsets automatically attracted focal attention (Remington, Johnston &

Yantis, 1992; Yantis & Johnson, 1990; Yantis & Jonides, 1990; see also Miller, 1989).

Theeuwes  (1991, 1994, 1995) argued for mandatory capture by onset stimuli, but this is

probably too strong a claim (Bacon & Egeth, 1994; Wolfe, 1996). All else being equal,

abrupt onsets will capture attention, but this can be modulated by top-down task demands.

More recently, Yantis and his colleagues have argued that it is not an onset per se  that is

critical. In a series of experiments, they have made a case for attentional deployment to new

objects (Hillstrom & Yantis, 1994; Yantis, 1993; Yantis & Hillstrom, 1994). This seems

reasonable. It would be useful to have a mechanism that automatically took note of new

objects in the field. A mechanism that wanted to direct attention to any visual transient

would be less useful since many uninteresting events in the world can produce such

transients.

REDUCTION OF UNCERTAINTY

Consider the problem faced by some central decision-making process whose task it is to

determine if a signal is present in a visual display. In the absence of any other information,

that signal could be in any spatial location. Worse, if we do not know the nature of the

signal, it could be found in any channel (Braddick et al., 1978). It could be low spatial

frequency or red or moving or whatever. The decision maker is left in a state of great

uncertainty. Attention enables uncertainty to be reduced. In most standard psychophysical

experiments, the experimenter tells the subject where to look, when to look, and what to look

for - all in an effort to reduce uncertainty. This implicit assumption about the role of

attention has been explicitly tested several times (e.g. Davis, Kramer & Graham, 1983;

Krupinski, Nodine & Kundel, 1993; Kurylo, Reeves & Scharf, 1996; Solomon, Lavie &

Morgan, 1997). Inevitably, reduction of uncertainty makes tasks easier. This is often
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discussed in terms of signal detection theory (e.g. Swensson, 1980; Swensson & Judy,

1981).

These effects also serve to underline a point made earlier. Attention is not a term that is used

to describe a single thing operating at a single locus. Reduction of uncertainty in space

probably involves a different mechanism that reduction of uncertainty in a feature space or

in time. Consider a search for a salient feature singleton. This is a very efficient search

producing RT X set size slopes near zero. Nevertheless, RTs are shorter if the subject is

certain about the feature space in which the singleton will appear  (i.e. will it be an oddball in

color or orientation or size?)(Müller, Heller & Ziegler, 1995; see also Bacon & Egeth,

1994)

ENHANCEMENT

Given that it is easier to detect or identify a stimulus when one is paying attention to that

stimulus, several authors have wondered if attention acts to enhance the signal produced by

that stimulus. There is evidence for such an enhancement at both the neural (Spitzer,

Desimone & Moran, 1988) and the behavioral level (Sagi & Julesz, 1986; Urbach &

Spitzer, 1995). In the context of signal detection theory, efforts have been made to separate

detectability effects (d') from changes in response criterion. Evidence for changes in d' has

been found (Downing, 1988; Hawkins et al., 1990). Sometimes both d' and criterion effects

are found (e.g. Müller & Findlay, 1987). Sometime only criterion effects are seen (Palmer,

Ames & Lindsey, 1993).

Many discriminations can be made only when attention is directed to a stimulus. As a

general rule, preattentive processes such as those mediating "pop-out" require rather large

differences between stimuli. Thus, in orientation, it is not possible to search efficiently for

small orientation differences that can easily be discriminated with attention (Foster & Ward,



Wolfe J. Visual attention. In: De Valois KK, editor. Seeing. 2nd ed. San Diego, CA:
Academic Press; 2000. p. 335-386.

46

1991b; Wolfe et al., 1992a). Similar statements can be made about color (Nagy & Sanchez,

1990) or, indeed, about any basic feature.

There are two senses in which attention might enable fine perceptual discrimination. It could

be that attention can be used to select small, preattentively generated signals. These signals

might be present but unable to govern behavior without attention. Alternatively, attention

might be required to sharpen or enhance the processing of a perceptual attribute. In this

case, the signal would not exist prior to the application of attention.

SPEED OF PROCESSING

Some phenomena suggest that attention to an object or location actually speeds processing,

even quite basic processing. For example, Shimojo and his colleagues flashed a horizontal

line on a screen and asked subjects to say if the line appeared to be drawn from the left or

the right end. An isolated line produces no systematic bias for either direction. However, if

one end of the line is cued, in any of a variety of ways, that line will appear to be drawn from

the cued end to the uncued end (Hikosaka, Miyauchi & Shimojo, 1993; Hikosaka, S. & S.,

1996a; Hikosaka, Satoru, Hiroshige & Shinsuke, 1996b; Shimojo, Miyauchi & Hikosaka,

1992). They argued that the attended end of the line reaches awareness before the

unattended end (see also Stelmach, Herdman & MacNeil, 1994). Some aspects of the effect

may be better explained as versions of apparent motion (Downing & M., 1997; Tse,

Cavanagh & Nakayama, 1998 Von Grünau, Dubé & Kwas, 1996; Von Grünau & Faubert,

1992). However, it does seem clear that the apparent motion of line can be modulated by

attention.

MODULATION OF VISUAL PROCESSING

The line motion effects can be seen as evidence for the ability of attention to alter the

perception of simple visual stimuli. Other evidence comes from studies of the attentional
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modulation of the effects of adaptation. Attention to the adapting stimuli is not a prerequisite

for the production of aftereffects (He et al., 1996; Houck & Hoffman, 1986). However,

attention does modulate aftereffects. For example, when two conflicting sources of

adaptation are available, attention can select one and, thus, select the direction of adaptation

(motion Lankheet & Verstraten, 1995) (Necker cube resolution Shulman, 1993b) (see also

Chaudhuri, 1990; Shulman, 1991, 1993a). Attending away from the adapting stimulus

reduces figural aftereffects (Shulman, 1992; Yeh, Ping, K. & L., 1996). Prism adaptation is

also modulated by attention (Redding & Wallace, 1985 ). Physiological underpinnings of

these effects may have been seen in single cells of macaques (Treue & Maunsell, 1996) and

in human fMRI data (O'Craven, Rosen, Kwong & Treisman, 1997; Rees, Frith & Lavie,

1997).

FEATURE BINDING

Treisman has long argued that attention is needed to accurately bind features together

(Treisman, 1986, 1988; Treisman & DeSchepper, 1996; Treisman & Gelade, 1980;

Treisman & Sato, 1990). This is a central pillar of her important Feature Integration Theory

(For some arguments with that pillar see Duncan & Humphreys, 1989, 1992; Navon, 1990a,

1990b; Treisman, 1990, 1991, 1992).   In the first formulations of this idea, Treisman

argued that features like color and orientation could float freely through the preattentive

perceptual world. Illusory conjunctions, erroneously reported combinations of features,

were one consequence of the failure to accurately bind features (Treisman & Schmidt,

1982). More recent formulations hold that features are at least roughly associated with

locations and even with objects but that the relationship of features to their objects and to

each other is not known in the absence of attention (see also Wolfe & Bennett, 1997). Thus,

in Figure Eight, shown earlier, a preattentive object might have black, gray, vertical, and

horizontal features; but only with attention would these features be bound into a "plus"

composed of black vertical and gray horizontal bars.
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Keele et al. (1988) asked if spatial or temporal synchrony was critical to binding and found

that it was important that the features to be bound should occupy the same part of space.

Illusory conjunctions have generated an interesting body of research in their own right (e.g.

Cohen & Ivry, 1989; Prinzmetal, Henderson & Ivry, 1995; Prinzmetal & Keysar, 1989).

Some of this work indicates that illusory conjunctions are possible between attributes that

are quite clearly not basic features (words Treisman & Souther, 1986), (scene elements

Intraub, 1985),(elements of Chinese characters Fang & Wu, 1989). The meaning of the

phenomenon remains controversial. In standard illusory conjunction paradigms, stimuli are

briefly presented and the subject is queried about the appearance of those stimuli after they

are gone. It is possible that the phenomenon shows that binding by attention is a fragile

affair. As soon as the stimulus is gone, the explicit binding of the features ends and the

possibility for error appears (Tsal, 1989a; Tsal, Meiran & Lavie, 1994) (but see Briand &

Klein, 1989; Tsal, 1989b).

4. Vision after attention

Post-attentive vision, vision after attention, has been the subject of relatively little research to

date. The visual percept of an object can be said to be preattentive before attention is directed

to that object. The percept becomes attentive when attention is deployed to the object and

post-attentive when attention departs that object for some other object. By this definition,

much of a percept of a scene must become post-attentive over time. What is striking about

the limited research on post-attentive vision is that there is little evidence for any difference

between post-attentive and preattentive vision. That is, there is little evidence for persistent

perceptual effects of attention.
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4.1 Repeated Search

We have use a “repeated search” task to examine post-attentive vision. In a standard visual

search experiment, subjects might perform several hundred search trials. Each trial would

involve a search through a different search display. In repeated search, subjects search

multiple times through the same display as illustrated in Figure Ten.

WHITE
OBLIQUE

"yes""no"

BLACK
VERTICAL

Figure Eleven: The Repeated Search Paradigm

On each trial, the designated target is indicated at the center of the display. In Figure Eleven,

the subject is first asked if a "white oblique" is present in the display. It is not. On the next

trial, only the probe at the center of the display changes to "black vertical". The search

display remains unaltered and the answer is "yes". With stimuli of this sort, a standard

visual search experiment would produce inefficient target -present slopes of about 40

msec/item. It is inefficient because the search set is very heterogeneous and, perhaps more

importantly, because the target changes from trial to trial. In repeated search, even though

subjects are searching the same display over and over, search does not become more

efficient (Wolfe, Klempen & Dahlen, 1998). This failure to improve search efficiency holds

over a wide range of variations on the repeated search theme. We have used letters, real

objects, arbitrary closed curves, in addition to these compound conjunction stimuli. We have

had subjects search hundreds of times through the same few stimuli. If a search was

inefficient on trial 1, it remains inefficient on trial N.
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This is not to say that attention has no consequences. For instance, after multiple searches

through the same set of letters, subjects certainly remember the letters. Subjects know more

about attended stimuli. However, they do not seem to see more of those stimuli. In most real

world tasks, the encoding of a scene into memory would be useful (“Didn’t I leave those

keys by the back door?”). However, in our repeated search tasks, the best a subject could

do with memory would be to replace a visual search through N items with a memory search

through N items. Such a search would proceed at a rate equivalent to about 40 msec/item

(McElree & Dosher, 1989; Sternberg, 1969) - no better than the inefficient visual search.

4.2 Change Blindness

The lack of lasting perceptual consequences of attention is dramatically illustrated by

a phenomenon that Rensink (1996b) has dubbed “change blindness”. (Simons &

Levin, 1997a). Change blindness is illustrated in Figure Twelve. You may find that it

takes a surprisingly long time to notice the difference between the two images.
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Figure Twelve: Change Blindness:

What is the difference between the two images?

This is not a true example of change blindness because there are actually two images

in two different places (Blackmore, Brelstaff, Nelson & Troscianko, 1995). However,

subjects are just as blind to changes in a single scene as long as the change is made

in a manner that does not produce an attention-grabbing visual transient. (Look at the
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cook if you still have not found the change in Figure Eleven.) Thus, subjects fail to

notice substantial changes made during saccades (Grimes, 1996) (see also Irwin,

1996; Irwin, Zacks & Brown, 1989, 1990). Movie makers know that it is hard to

detect changes when the camera moves away from a scene and then returns (Levin &

Simons, 1997; Simons, 1996). They also miss changes between two versions of a

scene if a blank screen is briefly presented between scenes to mask the transients

(Pashler, 1988; Rensink, O'Regan & Clark, 1995, 1996a) or if a salient transient is

added to the scene to distract attention from the transient caused by the change

(O'Regan, Rensink & Clark, 1996). Finally, we cannot leave the topic of change

blindness without mentioning the experiment of Simons and Levin (1997b). They

engaged pedestrians in conversation and changed the identity of the

experimenter/conversationalist during the conversation. To mask the change, they had

two "workers" carry a door between the subject and experimenter. Under these

conditions, fifty percent of subjects failed to notice the change to a new person.

The change blindness demonstrations are interesting because, in many cases, there is no

question that observers have attended to the scene and to the objects in the scene.

Nevertheless, substantial changes in the scene are missed. The changes are seen when the

observer's attention remains with an object while it changes. Prior attention to the object is

usually not enough, suggesting that the post-attentive visual representation is quite sketchy

(For further discussion of these issues see Wolfe, 1997a; Wolfe et al., 1998).
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5. Vision without attention

5.1 The Problem

Finally, we should say something about the fate of visual stimuli that are never attended. As

a general rule, studies of the effects of inattention try to force subjects to attend to one

stimulus while other stimuli are presented. The subject is then queried, implicitly or

explicitly, about the unattended stimulus. Experiments of this sort yield a very wide range of

opinions about the fate of the unattended. At one extreme, Mack and her colleagues have

argued for "inattentional blindness" (Mack & Rock, 1996; Mack, Tang, Tuma & Kahn,

1992). At the other extreme are claims for semantic processing of unattended words

(Hawley et al., 1994; Johnston et al., 1993). These debates about unattended stimuli are the

latest version of the late vs early selection debates in the attention literature (well reviewed by

Pashler, 1997). Models that hold that preattentive processing stops with the processing of

basic features can be labeled as "early selection models". Models that hold that stimuli are

much more thoroughly processed preattentively are late selection models. In early selection

models, attention is needed to complete the act of perception. In late selection models,

attention selects responses to fully processed stimuli.

5.2 How unattended can you get?

Can any sense be made out of the divergent studies of the perception of unattended stimuli?

While the topic remains controversial, some headway can be made. First, we should

consider what it means for a stimulus to be unattended. In a series of experiments, Braun

and his colleagues had subjects perform a demanding visual search task at fixation and, at

the same time, assessed their ability to perform other search tasks in the periphery. Simple

visual search tasks for feature singletons like color and shape from shading were still

possible (Braun, 1993; Braun & Julesz, 1996; Braun & Sagi, 1990, 1991). Other tasks like

grouping were impaired (Ben-Av, Sagi & Braun, 1992). This would seem to support a view
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that basic features are available in unattended stimuli but that more complicated properties

are not. However, Joseph, Chun, and Nakayama (1997)

did a rather similar experiment but tied up attention with the attentional blink (see Section

3.2). Now even a simple orientation pop-out task became impossible. It is possible that the

Joseph et al. (1997) method ties up attention more completely than Braun's task. Lavie's

work has shown that the fate of stimuli that are irrelevant to a task depends on the attentional

load imposed by the relevant stimuli (Lavie, 1995; Lavie & Cox, 1996; Lavie & Tsal,

1994a).

It may be too simple to suggest that the attentional blink is a particularly effective way to

capture attention. Consider, for example, that implicit measures show that subjects can

extract meaning from words presented during an attentional blink (Luck, Vogel & Shapiro,

1996; Shapiro, Driver, Ward & Sorenson, 1997). Research on negative priming may help

explain how it can be possible to read during a blink and still be unable to perform a simple

search task. In a standard negative priming experiment, subjects are presented with two,

partially overlapping stimuli. They are instructed to ignore one stimulus and make some

report about the other. If the ignored stimulus is presented on the next trial as the to-be-

attended stimulus, then subjects are somewhat slowed in their responses as compared to

their responses to a neutral stimulus (Tipper, 1985; Tipper & Cranston, 1985; Tipper &

Driver, 1988; Tipper & Weaver, 1996). It seems that the "unattended" stimulus was quite

fully processed and had to be actively inhibited in order to be successfully ignored. Even

novel objects can be inhibited (DeSchepper & Treisman, 1996) suggesting that the ignored

object is coded into memory without being explicitly attended.

5.3 All inattention is not created equal.

These negative priming effects fail to occur when multiple items are ignored (Neumann &

DeSchepper, 1992). That is, if you are instructed to respond to a red "A" and ignore a green
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"B", it will be possible to measure inhibition with a subsequently presented "B". However, if

the irrelevant set is larger, B C D E, inhibition will not be seen. This strongly suggests that

"ignored" is not quite the same as "unattended". With only a couple of stimuli, it may be

impossible not to devote some processing resources to the irrelevant stimulus (again, see

Lavie, 1995). The irrelevant stimulus is inhibited in order to keep it from interfering with the

task at hand. With multiple stimuli, attention simply never reaches most of the irrelevant

items. Evidence suggests that there is processing of the basic features of these items (e.g.

Houck & Hoffman, 1986) but not of more complex properties (like letter identity Eriksen,

Webb & Fournier, 1990).

We run into definitional problems in the case of the "ignored" stimuli. They share some

attributes with attentionally blinked stimuli and with stimuli lost to inattentional blindness.

They cannot be explicitly reported. For instance, in the case of negative priming of novel

shapes, there is no explicit recognition of the shapes (DeSchepper & Treisman, 1996).

However, as already discussed, there is substantial implicit evidence for quite high level

processing of these stimuli. One possibility, put forth by Wolfe (1997a) is that these stimuli

are seen but are removed without they being coded into explicit memory. Thus, subjects

would be amnesic for these stimuli. Like any good amnesic, subjects would deny seeing the

stimuli if queried after the stimuli were removed. It becomes a semantic point whether one

wants to label such stimuli as "attended" or "unattended". The important point, for present

purposes, is that stimuli can be divided into three broad categories. There are explicitly

attended stimuli. These can be recognized and acted upon. There are stimuli that attention

never reaches. These seem to leave marks of their preattentive features but probably not of

their more complex properties. Finally, there are stimuli that receive some processing

resources but fail to leave any lasting impression on the observer. These may be seen but

instantly forgotten leaving implicit but not explicit traces for the experimenter to measure.
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6 Conclusion

From the vantage point of vision research, the study of attention is rather sobering. The

evidence suggests that focal attention can be directed to one or, perhaps, a few objects at any

one time. The number of possible targets for attention in a visual scene is usually many

times that number. Consequently, most of the visual stimuli that we see at any moment are

represented either preattentively or postattentively. Most of what we know about vision, on

the other hand, comes from studies in which the stimulus is the focus of attention. We have

a detailed description of only a small part of visual experience. This is not meant as a

criticism of vision research. If one was going to concentrate on any aspect of vision, the

processing of attended stimuli would be a sensible place to focus one's energy. After all,

most if not all of the visual control of behavior requires attention. In Patrick Cavanagh's

felicitous phrase, attention is in the business of "exporting vision to the mind" (Cavanagh,

1997).
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