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ABSTRACT

Watermark-Based Error Concealment Algorithms
for Low Bit Rate Video Communications

by

Chowdary B. Adsumilli

In this work, a novel set of robust watermark-based error concealment (WEC) algo-

rithms are proposed. Watermarking is used to introduce redundancy to the transmitted

data with little or no increase in its bit rate during transmission. The proposed algorithms

involve generating a low resolution version of a video frame and seamlessly embedding

it as a watermark in the frame itself during encoding. At the receiver, the watermark is

extracted from the reconstructed frame and the lost information is recovered using the

extracted watermark signal, thus enhancing its perceptual quality. Three DCT-based

spread spectrum watermark embedding techniques are presented in this work. The first

technique uses a multiplicative Gaussian pseudo-noise with a pre-defined spreading gain

and fixed chip rate. The second one is its adaptively scaled version and the third technique

uses informed watermarking. Two versions of the low resolution reference, a halftoned

reference and a DPCM encoded reference, are considered here.

Spatial, temporal, and spatio-temporal implementations of WEC are proposed for

video. A reference watermark of either the intra-coded frame or the subsequent inter-

coded frame is embedded in the current frame for mitigation of error propagation. In the

case of spatio-temporal implementation, a low resolution gray-scale reference is bit-plane

embedded in a volume data set. These implementation schemes not only enhance the

end-user perceptual video quality, but also increase the embedding capacity.

Both qualitative and quantitative analysis of the WEC algorithms along with a com-

parison between the full-frame and block-based embedding techniques are presented.

A psychophysical experiment is performed to obtain the subjective quality evaluation

of the proposed techniques, the comparison between the perceptual quality of intra-

coded reference embedding and inter-coded reference embedding, and to verify the codec-

viii



independency of the WEC algorithms.

Experimental results show that the proposed WEC techniques outperform other cur-

rent error concealment algorithms, especially at higher transmission losses. In video

implementations, the inter-coded frame embedding resulted in nearly a constant percep-

tual quality performance when compared to the intra-coded frame embedding scheme.

The psychophysical experimental analysis has confirmed this observation.
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Chapter 1

Introduction

Error control in wireless video communications is of primary importance in successful

transmission and reception of image/video signals over bandwidth limited wireless net-

works or fading communication channels. Pre- and post-processing error control mecha-

nisms like error resilience and error concealment have been developed and incorporated

in the design of the basic communication structure to make the data more robust to

wireless fading channel errors in existing video transmission standards like H.263(++),

H.264, and MPEG-x [1]-[9]. Of high concern is the bridge between the application level

QoS requirements of real-time video transmission and the QoS guarantees provided by

the wireless channel/networks [10],[11].

Most of the errors occurring in the transmission of real-time video are due to its large

bandwidth requirements and/or restricted allocation of the channel bandwidth. Error

resilience at the encoder and error concealment techniques at the decoder have been

proposed to minimize the effects of these errors [12]-[19]. However, to meet the QoS

guarantees, we believe that their interaction is key in the design of a high perceptual

quality wireless video codec [20].

The process of source encoding involves efficiently converting the input original im-

age/video signal into a sequence of bits and compressing them to near entropy levels [13].

The purpose of channel encoder is to introduce redundancy in the compressed bit-stream.

It is this process that effectively provides error resilience. At the receiver, the errors are

detected as a part of the channel decoding process [21]. It is near the source decoding and

reconstruction part where the error concealment techniques help in reducing or hiding
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these errors [22],[23].

Even though a number of effective error control algorithms have been proposed, they

are associated with multiple problems with regard to their implementations. First, they

are fragmented and not integrated. In each step of the video communication system, a

local optimum is sought rather than a global one in that the efforts to minimize channel

errors are independent at the transmitter and receiver ends. Second, these efforts are open

ended giving way to overhead when each of the techniques considers its best optimum

performance. In such a scenario, the performance of the integrated system is jeopardized

to match the independent individual units’ optima. And last, these techniques are non-

adaptive with regard to bandwidth, display and viewing conditions, and application

types.

These problems have motivated the development of an integrated adaptive approach

which requires an end-to-end QoS criteria based on visual quality. This approach should

aim at having maximum possible perceptual quality at the viewer’s end with any pos-

sible channel conditions by jointly considering error resilience, channel characterization,

concealment/post processing techniques. The implementation of such a codec strategy,

which is considered here, would not only involve effectively monitoring the channel condi-

tions and adapting to its variations but also keeping the visual quality within a preferred

margin of error.

Subjective tests have proven that even though an increase in channel bandwidth after

the start of transmission improves the visual quality of the received video, it also produces

a visible variation in the quality which leads to perceivable annoyance. More often than

not, the viewer rates a constant quality video (even though this constant is not maximum

achievable quality) to be the better than a varying quality one (even though it reaches

maximum quality multiple times through out the video). It is for this reason that it is

desirable to have nearly constant quality [24].

The basic idea behind this research is towards the design of a wireless video codec

that aims at achieving Constant Perceptual Quality (CPQ) using interactive error con-

trol at the end user. It involves developing algorithms at both ends for error resilience

and concealment, and optimizing them subject to the network bandwidth, latency, and

received video quality constraints. The techniques proposed here are based on the under-
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lying assumption that a typical non-feedback based interactive error control is followed

both at the receiver and the transmitter [25],[26].

1.1 Problems Addressed

Of the multiple problems described above, this work address a specific set of key is-

sues that hinder the performance of the error control in the integrated end-to-end video

communications system. This set contains of three problems each of which represents a

different aspect of the error resilience and concealment techniques proposed so far.

A major concern with the existing error resilience and concealment techniques is

that the proposed algorithms make the currently existing video codecs non-backwards

compatible. Any new or existing error resilience tool or concealment tool would require

the codec to be modified and therefore would make it not work with any existing previous

versions of the codec [27].

Another problem with the current techniques is that to keep the bit rate constant,

they require higher compression (and source coding) from the encoder to incorporate the

associated bits necessary for error resilience or concealment. This would not only incur

higher complexity (due to higher amount of compression) but also end up producing

more compression defects [28], [29].

Alternatively, the resilient or concealment bits could be sent as side information rather

than reducing the bit rate required for compressing and encoding the source video. This

however, increases the bit rate of the transmitted signal thereby incurring more possibility

of packet losses over the channel (caused due to congestion as a result of increased

bandwidth)1. Moreover, the increased bit rate due to side information is susceptible to

packet losses as well thereby reducing the robustness of the resilience or concealment

bits [30].

Watermark-based error concealment (WEC) algorithms overcome these problems as

embedding a reference produces little or no increase in the bit rate, they are codec-

independent and therefore could be made backwards compatible, they spread over a set

of frequencies and therefore are robust to channel errors, and they do not require higher

1The advantages and disadvantages of using the side information scheme are discussed in more detail
in Chapter 3
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amount of compression as the error resilience and concealment bits that it transmits

are embedded inside the video itself. For these reasons, WEC algorithms work towards

achieving a higher error control performance when compared to the existing error control

techniques.

1.2 Objective

The main goals and objectives of the WEC algorithms are as follows:

1.2.1 Transmission Error Concealment

The purpose of developing the WEC algorithms has been to remove, reduce, or hide the

errors that occur during the transmission of video over lossy wired and wireless channels

or to mitigate any error propagation that occur as a result. An additional objective

for WEC algorithms is that, concealment of the transmission errors should be achieved

without increasing the bit rate or complexity or decreasing the quality of the source video

either by higher compression or by additionally introduced artifacts during the process

of watermarking. However, to this end, the WEC algorithms eliminate one of the key

concerns of backwards incompatibility of the existing codecs when new codec-dependent

error resilience and concealment algorithms are incorporated in them.

1.2.2 Optimal Complexity-Bit Rate-Quality Performance

One of the issues that WEC addresses is that the existing error control techniques require

either higher compression to maintain a constant bit rate or higher bit rate to maintain

a constant level of compression. Consider for example, passing the error concealment

information through side information. When side information, typically consisting of re-

dundancy bits for error resilience and motion vectors, is added to the existing compressed

source video bits, the bit rate increases. In order to keep the bit rate constant, it requires

higher compression of the source. This increase in the amount of compression not only

increases the complexity of the transceiver but also increases the strength of the arti-

facts generated at higher compression thereby decreasing the quality of the source video.
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We therefore require algorithms that achieve a more optimal point in the complexity-bit

rate-quality performance. The objective of the WEC algorithms is precisely to achieve

this point. They eliminate this problem with existing error control techniques by em-

bedding the side information as a watermark with little or no change to the bit rate,

thus not requiring higher compression of the source. Also, the artifacts generated due

to the watermark embedding process are very few and seldom visible. Therefore, the

perceptual quality of the watermark image is quite close to that of the image without

the watermark. These advantages of WEC algorithms lead to a better, more optimal

performance point in the complexity-bit rate-quality triangle.

1.2.3 Psychophysical Evaluation

Evaluation of the perceptual performance of the WEC algorithms is important to assess

the advantages provided by them. We first compare the objective measure (PSNR)

values of the WEC algorithms with those of other techniques. However, as subjective

tests previously suggested, PSNR is not the right measure to assess the performance of

any algorithm. Also, presented in Chapter 4 are two implementations to video that give

similar PSNR values to error concealed video, but are perceptually different. With these

aspects in consideration, we perform a psychophysical experiment to test not only the

performance of the WEC algorithms for varying losses, but also to verify their codec

independency. The subjective experiment has the following objectives:

• The subjective evaluation of the increment in the perceptual quality that the pro-

posed technique provides over conventional error concealment in low bit rate video

codecs,

• The comparison between the perceptual quality of intra-coded reference embedding

in the intra-coded frame and inter-coded reference embedding in the intra-coded

frame, and

• The verification of codec-independency during implementation of the proposed al-

gorithm (two low bit rate codecs, MPEG-4 and H.264 have been used for this test).
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1.3 Approach

In this dissertation, a set of robust error concealment algorithms are proposed and de-

veloped that make use of watermarking to hide a low resolution version of the original

image/video frame in itself. This watermark then acts like a reference at the receiver to

conceal errors and reconstruct a better quality image/video frame.

The data hiding techniques add redundancy to the transmitted video sequence frame

data without increasing its bit rate during transmission. The basic approach consists of

independently embedding the original information from the video frames into the data

stream as hidden or embedded data. At the receiver, this embedded data is extracted

and it provides additional information about the received frame and can be used for

detecting and concealing errors. It is important to underline that the proposed techniques

do not overload the communication channel by requiring feedback communication or any

retransmission of damaged blocks.

It should be noted here that the WEC algorithms can be used for both wired and

wireless cases since error resilience can be implemented adaptively with the proposed

techniques such that higher channel protection (similar to unequal error protection (UEP)

scheme) can be given to the watermarked bits of the encoded image/video frame. This

way the reference is extracted with little or no loss at the receiver. This not only helps

in the reconstruction of the original frame but also will give us a good estimate of the

channel errors for the packets transmitted with UEP.

Dithering techniques have been used to obtain a binary watermark from the low

resolution version of the image/video frame along with DPCM bit stream encoding tech-

niques. In the case when dithering techniques are used, multiple copies of the dithered

watermark are embedded in frequencies in a specific range to make it more robust to chan-

nel errors. It is shown experimentally that based on the frequency selection and scaling

factor variation, the watermark can be extracted with high quality even from a low qual-

ity lossy received image/video frame. Furthermore, these techniques are compared to an

alternative approach where the low resolution version is encoded and transmitted as side

information instead of embedding it. Simulation results show that WEC algorithms out-

perform existing approaches in improving the perceptual quality, especially in the case
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of higher loss probabilities.

The proposed WEC algorithms have been implemented in the key frames in different

spatial and temporal ways. The generated watermark is varied to represent either the

current frame or the third subsequent frame thereby creating mechanism to mitigate any

error propagation that the key-frame operation involves. A psychophysical experiment

has been later carried out in the Psychology Department at UCSB to evaluate and assess

the quality improvements in the error concealed video due to WEC algorithms, and to

verify the codec independency of the these proposed algorithms. In doing so, we have

found the variation of the WEC algorithms’ performance due to varying packet loss

percentages and have observed one WEC algorithm’s performance to have resulted in a

constant perceptual quality of the video at the end user.

1.4 Summary of Contributions

The main contributions of this dissertation are:

• Development of a set of a novel watermark-based error concealment techniques.

The generated watermark is a low resolution version of the frame itself and helps

recover the information losses that occur during the transmission of the video. The

binary watermark could be a halftoned version or an encoded bit stream of the

low resolution version of the frame. The implementation in case of color compo-

nents and varied channel losses show the enhanced performance of the developed

algorithms.

• Development of the low bit error rate informed watermarking scheme that embeds

a copy of the watermark detector inside the encoder. The scale factors as per the

coefficients have been increased by minimizing the detector’s BER performance as

well as maximizing the embedded frame quality.

• Development of different spatial video implementations with two of the key tech-

niques being embedding the I-frame reference in itself and embedding the subse-

quent P-frame in the current I-frame. The idea of the latter technique emanated

from the concepts of constant subjective quality preferences.
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• Development of a combined spatio-temporal watermark embedding technique based

on 3D-DCT. A gray level reference of the watermark is embedded in the volume

cuboid element and it has been shown that higher levels of error concealment could

be achieved using this approach.

• Development of a information theoretic approach to the watermark-based error

concealment algorithms. The approach initially required an analysis of the per-

formance of the watermark detector and calculation of the probability of error.

Based on the overall estimate of the distortion due to this probability of error,

the R-D performance of the WEC algorithms has been analyzed and compared to

substantial packet loss scenarios.

• Evaluation of the subjective quality increment due to WEC over conventional low

bit rate codecs such as MPEG-4 and H.264 by conducting a psychophysical ex-

periment. The experiments have also verified the codec independent operation of

the WEC along with evaluating the variation in quality of the compressed videos

due to varying channel loss rates. The two spatial implementations of the WEC

discussed in chapter 4 along with the baseline error concealment in the codecs are

used in the experiment for comparative quality assessment.

1.5 Dissertation Outline

The dissertation is organized in the following manner:

Chapter 2 provides a brief background on the error control that exists in conven-

tional algorithms. The error control techniques at the encoder, called the error resilience

techniques, which make the transmitted signal more robust to the channel errors, are

explained along with the error concealment algorithms, which reduce or hide the er-

rors that occur during the transmission of the video signal. The need for an integrated

end-to-end error control has been substantiated and a possible adaptive solution to the

problem of constrained optimization of UEP has been proposed. Sample results illustrate

the improvement in the end user perceptual quality of the images due to the proposed

optimization.
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Chapter 3 describes the different WEC techniques proposed in this work. The basis

of the WEC is laid out while explaining the first of these WEC techniques which involves

low-resolution watermarking and halftoning. Another technique based on encoded wa-

termark embedding is then proposed. Various cases have been studied and extensions

explained in detail along with extensive analysis of the obtained results.

The process of watermarking in both of these scenarios is based on a spread-spectrum

algorithm. Based on the detection performance of the watermark detector, a new algo-

rithm, called the informed WEC technique, is developed by incorporating a copy of the

detector inside the encoder. This technique not only reduces the BER of the watermark

detection process, but also improves the PSNR performance of the extracted reference.

Chapter 4 describes the video implementations of the WEC. Typically since more

information can be hidden in video (than an image) without the viewer noticing it,

we can adapt the WEC to video in an intelligent fashion by making use of the spatial

and temporal redundancy and coding mechanisms. Three broadly classified techniques

have been proposed that rely on spatial, temporal, and a combined spatio-temporal

embedding. The results show a substantial improvement in performance compared to

conventional video error concealment methods.

Chapter 5 outlines the information theoretic approach to the WEC algorithms in

brief. The approach is based on the encoder and the detector performance and how

the BER is reduced with the WEC. Furthermore, the rate-distortion performance of the

WEC is analyzed and it is shown in this chapter that even though the entropy levels

increased, the WEC algorithms give a more optimal R-D curve when compared to other

error concealment algorithms.

Two spatial video implementations are considered in Chapter 6 for a psychophysical

experiment conducted to measure the subjective enhancement in performance due to

the WEC. The implementations include embedding I-frame in itself and embedding a

reference for the subsequent P-frame in the current I-frame, and are incorporated in both

H.264 and MPEG-4 to verify codec independent operation of the WEC. The experiment

has been performed using a dual-stimulus comparison as per the ITU-T standards [31].

The conclusions depict an subjective quality improvement when WEC (specifically P-

frame reference in I-frame) is implemented on top of conventional codecs.

9



Chapter 7 draws conclusions on the proposed WEC algorithms, its implementations

and the obtained results. It then analyzes the varied types of applications that these

algorithms could be used in, and concludes by giving a set of plausible future directions

that they make take. We also propose at the end of the chapter, a couple of new ideas

that the proposed WEC could be extended to.

The dissertation also includes two appendices that throw light on different concepts

introduced in Chapters 4 and 6. Appendix A explains the characteristics of the LCD

display used including the calculation of the display γ, while Appendix B lists the in-

structions given to the subject during the experiment.
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Chapter 2

Error Control in Video

Communications

The advent of second and higher generation wireless personal communication stan-

dards in recent years has made it possible to realize bandwidth efficient video com-

munications. The variation of wireless channel/ network capacity with mobility sug-

gests that substantial performance gains are promised by intelligent multi-mode adap-

tive transceivers [32], [33], [34]. Specially designed error-resilient, fixed but programmable

rate video codecs, which generate a constant number of bits per video irrespective of the

video motion activity, provide wireless video communication services [35] over low rate,

low latency interactive schemes, and multimedia/videophony applications.

Fig. 2.1 shows the basic structure of a digital wireless video communication system

requiring five fundamental operations [13]. The process of source encoding involves ef-

ficiently converting the input original image/video signal into a sequence of bits and

compressing them to near entropy levels. The purpose of channel encoder is to intro-

duce redundancy in the compressed bit-stream which in turn is used at the receiver to

overcome the effects of signal transmission through noisy wireless networks/channels.

The encoded data bit-stream, now segmented into fixed or variable length packets, is

modulated and sent over the channel/network. The channel can be assumed as a physical

medium, free space/atmosphere in case of wireless, that distorts, fades, and corrupts any

information transmission. At the receiving end of a digital communication system, the

channel corrupted received signal is demodulated into a data bit-stream, channel decoded

11



  Source
Encoding

 Channel
Encoding

Channel  Channel
Decoding

  Source
Decoding

Original
 Video

Reconstructed
        Video

Transmitter Receiver

    Error
Resilience

      Error
Concealment

Figure 2.1: Basic Structure of a digital video communication system.

(the decoder attempts to reconstruct the original information sequence from knowledge

of the code used by channel encoder and the redundancy contained in the received data)

and source decoded to obtain the reconstructed video.

Most of the errors occurring in the transmission of real-time video are due to its large

bandwidth requirements. Even if the channel capacity exceeds the required bit rate (high

bandwidth channel/low bandwidth application), channel errors can severely degrade the

signal and so, a compression scheme [21] and bit rate must be carefully chosen to match

the channel characteristics while maximizing the video quality. Error resilience [13] at

the encoder, error concealment [17] techniques at the decoder, shown in Fig. 2.1 are

discussed further in detail.

In this chapter, we provide an overview of the error resilience and the error conceal-

ment involved in the successful transmission of image and video over lossy wired and

wireless channels.1

2.1 Error Resilience

Error resilience schemes [3], [13], [21] address the issue of compression loss recovery and

specifically, they attempt to prevent error propagation by limiting the scope of the dam-

age caused by bit errors and packet losses on the compression layer. The standard error

resilient tools include re-synchronization marking, data partitioning, and data recovery.

Based on the role that the encoder, the decoder or the network layer plays in the process,

1Since wireless channels introduce artifacts that are more complex and intricate to remove, we rate
the wireless channel errors to supersede (and in some ways form a superset of) the errors that occur
during the transmission through wired channels
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these error resilience techniques can be divided into four categories, each of which is

described here. A key assumption here is that the video is coded using the block-based

hybrid encoding framework.

2.1.1 Robust Entropy Encoding

The encoder in this approach operates to minimize the adverse effects of the transmission

errors of the coded bit-stream on the decoder operation so that unacceptable distortions

in the reconstructed video quality can be avoided. Compared to coders that are optimized

for coding efficiency, error resilient coders are typically less efficient in that they use more

bits to obtain the same video quality in the absence of any transmission errors. These

extra bits, or redundancy bits, are introduced to enhance the video quality when the bit

stream is corrupted by transmission errors.

The sensitivity of a compressed video stream to transmission errors is mainly due

to the fact that a video coder uses variable length coding (VLC) to represent various

symbols. Any bit errors or lost bits in the middle of the code word not only makes this

code word un-decodable but also makes the following code words un-decodable, even

if these bits were received correctly. The design goal in the error resilient coders is to

achieve a maximum gain in error resilience with the smallest amount of redundancy.

Techniques to introduce such redundancy in the bit-stream include:

• Re-synchronization markers : Inserting re-synchronization markers periodically en-

hances the efficiency of encoder error resilience. These markers are designed to be

effectively distinguished from other code words and small perturbations of these

code words. Header information regarding the spatial and temporal locations or

other in-picture predictive information concerning the subsequent bits is attached

immediately after the re-synchronization information. The decoder can then re-

sume proper decoding upon the detection of the re-synchronization marker.

Synchronous markers’ utility interrupts in-picture prediction mechanisms like mo-

tion vector (MV) or DC coefficient prediction, which in turn adds more bits. Longer

and more frequently inserted markers would enable the decoder to regain faster

synchronization such that the transmission errors affect a smaller region in the re-
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constructed frame and so long re-synchronization code words are used in the current

video coding systems.

• Reverse variable length coding (RVLC): With RVLC, the decoder can not only

decode bits after a synchronization code word, but also decode the bits before the

next synchronization code word, from the backward direction and so fewer correctly

received bits will be discarded and the effected area by a transmission error will

be reduced. RVLC is adopted in both MPEG-4 and H.263 in conjunction with

insertion of synchronization markers. For video coding and applications, RVLC

can be designed with near perfect entropy coding efficiency in addition to providing

error resilience.

• Error-resilient entropy code (EREC): EREC is an alternative way of providing

synchronization which works by re-arranging variable length blocks into fixed length

slots of data prior to transmission. The EREC is applicable to coding schemes where

the input signal is split into blocks and these blocks are coded using variable-length

codes, each of which is a prefixed code, like the macro-blocks (MBs) in H.263.

2.1.2 Unequal Error Protection (UEP)/Layered Coding

Layered coding (LC) or scalable coding refers to coding a video into a base layer, which

provides a low but acceptable level of quality, and one or several enhancement layers,

each of which will incrementally improve the quality. LC is a way to enable users with

different bandwidth capacity of decoding powers to access the same video at different

quality levels. To serve as an error resilient tool, LC must be paired with UEP in the

transport system, so that the base layer is protected more strongly.

There are many ways to divide a video signal into two or more layers in the standard

block-based hybrid video coder. A video can be temporally down-sampled, and the base

layer can include the bit stream for the low frame-rate video, whereas the enhancement

layer(s) can include the error between the original video and that up-sampled from the low

frame-rate coded video. The same approach can be applied to the spatial resolution, so

that the base layer contains a small frame-size video. The base layer can also encode the

DCT coefficients of each block with a coarse quantizer, leaving the fine details (the error
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between the original and the coarsely quantized value) to be specified in the enhancement

layer(s). The base layer may then include the header and motion information, leaving the

remaining information for the enhancement layer. In the MPEG and H.263 techniques,

the first three options are temporal, spatial, and SNR scalability, respectively, and the

last one is data partitioning.

In all the approaches discussed here, including UEP and LC, a local minima is sought

and these techniques would operate more effectively when the proposed integrated ap-

proach is employed.

2.2 Channel Issues

With highly scalable video compression schemes [36], it is possible to generate one com-

pressed bit-stream such that different subsets of the stream correspond to the compressed

version of the same video sequence at different rates. Such a source coding algorithm

would not have to be altered with varying wireless network/channel conditions. This

is particularly attractive in heterogeneous multicast networks where the wireless link is

only a part of a larger network and the source rate cannot be adapted to the individual

receiver at the wireless node.

2.2.1 Channel Coding

Although channel encoding stage typically uses forward error correction (FEC) codes, the

highest coding gain (near entropy level) for Rayleigh fading additive white Gaussian noise

(AWGN) channels is achieved using Trellis coded modulation (TCM). Due to variation

in importance of different bits within a bit-stream, protection of source bits using UEP

schemes is critical to further enhance the performance of the channel encoder. TCM

schemes proposed for fading mobile channels provide unequal source sensitivity matched

error protection when compared to sequential FEC coding and modulation.

Conventional block and convolution codes are successfully used to combat the bursty

errors of fading noisy wireless channels/networks. Rate Compatible Punctured Convo-

lution codecs (RCPCs), which implements UEP, provide bit sensitivity matched FEC

protection for sub-band codecs where some of the encoded output bits can be removed
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or ”punctured” from the bit-stream. A variety of different rate bit protection schemes

can be designed using the same decoder and protecting the more error sensitive bits by

a stronger low rate code and the more robust source coded bits by a higher rate, less

powerful FEC code.

Although both source and channel encoding work towards the goal of making the data

more resilient to channel errors, source encoding attempts to compress the information

sequence into minimum possible bits (entropy level compressions) while channel encoding

introduces redundancy to make the transmission data more robust. A tradeoff needs

to be attained between source and channel coding in order to achieve both maximum

compression of data bit-streams and optimum redundancy introduction for successful

transmission of error resilient image/video sequences as discussed next.

2.2.2 Joint Source/Channel Coding

A common approach for building joint source/channel codecs [36] is to cascade an existing

source codec with a channel codec wherein the key aspect lies in distribution of the

source bits and channel bits between the source and channel codecs so that the resulting

distortion is minimized.

With bandwidth being the only constraint, solution to the optimal source/channel bit

distribution problem can be approached by first constructing the operational distortion

rate curve as a function of bits for each sub-band of a wavelet decomposition and then

applying one dimensional bit allocation algorithm. The optimal distribution of bits within

a sub-band is done by using exhaustive search through all combinations of channel coding

rates and quantization step sizes. One common thread among these analysis is that the

joint source/channel codec is adaptive to the channel condition, which is assumed to have

been estimated correctly.

The joint source/channel coding involves (a) finding an optimal rate allocation be-

tween source coding and channel coding for a given channel loss characteristics, (b)

designing a source coding scheme, which includes the specification of the quantizer to

achieve its target bit rate, and (c) designing/choosing the channel codecs to match the

channel loss characteristics and achieve the required robustness.

Based on the feedback information system in the design of the joint source/channel
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coding scheme, the optimizer makes an optimal rate allocation between the source coding

and channel coding mechanisms and conveys this information to the source and the

channel encoders. The source encoder, then chooses an appropriate quantizer to achieve

its target bit rate and the channel encoder chooses a suitable channel code to match

the channel loss characteristics. This results in important low frequency sub-bands of

images being shielded heavily using channel codes while higher frequencies are shielded

lightly. This UEP technique reduces channel coding overhead, which otherwise is more

pronounced in bursty wireless channels.

The QoS guarantees of wireless channel models are quite similar to those of differ-

entiated service networks with a major difference being that the parameters involved

rapidly change with time. This could be taken care of by allocating bandwidth to VBR

in multiple ways that depend on channel variation with time. To this end, one way is to

allocate the bandwidth equal to the actual packet rate of the video stream so that all the

data can be delivered to the destination without any delay. When the application can

tolerate large buffering delay at the source and in the network, the bandwidth require-

ment can be decreased. Apart from bandwidth allocation methods at the channel end, a

performance measure yet to be determined, is desirable at the transmitter/receiver end

to conduit these guarantees into a deployable model that fits well with the source video

QoS requirements.

2.3 Error Concealment

Residual errors are inevitable when transmitting a video signal, regardless of the error

resilience and channel coding methods used. Decoder error concealment refers to this

recovery or estimation of lost information due to transmission/channel errors. Assuming

a motion compensated video coder, there are three types of information that may need

to be estimated in a damaged MB: the texture information, including the pixel or DCT

coefficient values for either an original image block or a prediction error block; the motion

information consisting of motion vectors for a MB coded in either P- or B- mode; and

finally the coding mode of the MB. For coding mode information, the techniques used

are driven by heuristics. The other two approaches are considered in the following sub-
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sections.

2.3.1 Recovery of Texture Information

All the techniques that have been developed for recovering texture information make use

of the smoothness property of image/video signals and essentially they all perform the

same kind of spatial/temporal interpolation. The MV field to the lesser extent, also shares

the smoothness property and can be recovered by using spatial/temporal interpolation.

The texture information recovery techniques include:

1. Spatial Interpolation: It is the technique of interpolating the damaged blocks from

pixels in adjacent correctly received blocks. Usually, because all blocks or MBs in

the same row are put in the same packet, the only available neighboring blocks

are those in the current row and the row above, and typically boundary pixels of

the neighboring blocks are used for interpolation purposes. Instead of interpolating

the individual pixels, a simpler approach is to estimate the DC coefficient of the

damaged block and replace the damaged block by a constant equal to the DC value

which can then be estimated by averaging the DC values of the surrounding blocks.

One way to facilitate such spatial interpolation is by an interleaved packetization

mechanism so that the loss of one packet will damage only every other block.

The missing DCT coefficients of the displaced frame difference are estimated by

applying a maximal smoothness constraint at the border pixel of the missing block,

where first and second order derivatives are used for quantifying smoothness. Since

the DCT transformation is linear, the computation can also be performed in the

pixel domain. Another spatial interpolation approach is to use the projection onto

convex sets (POCS) technique. The general idea behind POCS based estimation

method is to formulate each constraint about the unknown as a convex set. The

optimal solution is the intersection of all the convex sets, which can be obtained

by recursively projecting a previous solution onto individual convex sets.

2. Temporal Interpolation: MC temporal prediction is an effective approach to recover

a damaged MB in the decoder by copying the corresponding MB in the previous

decoded frame, based on the MV for this MB. The recovery performance by this
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approach is critically dependent on the availability of the MV, which must be

first estimated if it is also missing. MC temporal error concealment techniques

might provide better results than any of the spatial interpolation techniques. To

reduce the impact of errors in the estimated MVs, temporal prediction may be com-

bined with spatial interpolation. MPEG-2 provides the capability of temporal error

concealment for I-Pictures, since the transmission of additional error concealment

motion vectors is allowed in MPEG-2.

A shortcoming with spatial interpolation approach is that it ignores the received DCT

coefficients. This could be resolved by requiring the recovered pixels in a damaged block

to be smoothly connected with its neighboring pixels both spatially in the same frame

and temporally in the previous/following frames. If some of the DCT coefficients are

received for this block, then the estimation should be such that the recovered block be

as smooth as possible, subject to the constraint that the DCT on the recovered block

would produce the same values for the received coefficients. The above objectives can be

formulated as an unconstrained optimization problem and the solutions under different

interpolation filter in the spatial, temporal and frequency domains.

2.3.2 Coding Modes and Motion Vectors

Inter frames are reconstructed using the motion vectors and the DCT coefficients of

the prediction error and therefore, the loss of the motion vectors seriously degrades the

decoded video. This degradation propagates to the subsequent inter frames [21] until an

intra frame is encountered. In case of H.263, the loss of a MB motion vector propagates

to the remaining MBs in the frame. In other standards including H.261, the previous

motion vector is used for the encoding rather than the median of the neighboring vectors.

To facilitate decoder error concealment, as an added option, the encoder may perform

data partition to pack the mode and MV information separate partition and transmit

them with more error protection. This is the error resilient mode for both H.263 and

MPEG-4. Even after this error resilience implementation, there is a fair chance of the

mode and MV information being damaged. One way to estimate the coding mode for a

damaged MB is by collecting the statistics of the coding mode pattern of the adjacent
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MBs and find a most likely mode given the modes of surrounding MBs. An simple

approach is to assume that the MB is coded in the intra-mode and use only spatial

interpolation for recovering the underlying blocks.

For estimating the lost MVs, there are several operations: (a) The lost MVs can be

assumed to be 0s, which performs well for video sequences with relatively small motion,

(b) The MVs of the corresponding block may be used in the previous frame, (c) The

average of the MVs from spatially adjacent blocks may be used, (d) The median of MVs

from the spatially adjacent blocks can also be used, and (e) MVs could be re-estimated.

It has been observed that the last two methods produced the best reconstruction results.

Different MVs can be used for different pixel regions in the MB, instead of estimating

one MV for a damaged MB to obtain a better result.

2.4 An End-to-End Perspective

A QoS guarantee is performed in each operational unit of a video communication sys-

tem shown in Figure 2.1 and in all the error control mechanisms discussed above since

it requires QoS guarantees to achieve its effective predetermined quality. Usually, these

requirements [10] vary with respect to the application, perceptual quality, bandwidth

and time. User related QoS is subjective and can be related in terms of spatial and

temporal resolution scalability, SNR, and resolution scalability. The spatial resolution of

the perceived video is a measure of the number of pixels in each frame while the tem-

poral resolution is the number of received frames in unit time (frames per second, fps or

sometimes also referred to as bit-rate in terms of bandwidth criteria). SNR resolution

scalability is the allowable loss to the visual quality of the video and is realized by adjust-

ing the degree of quantization during the video coding process. When a larger quantizer

scale is applied, the quality of the decoded block reduces, which leads to degraded SNR

values. However, the coded block size can become smaller, which has a positive effect

from a view point of effective resource usage within the network.

As seen above, the QoS requirements of the source video are predominantly different

from the QoS guarantees of the wireless channel/network described in Section 2.2, more so

in case of real-time video communication where the QoS requirements of the application
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also change with time. This problem of relating these variations and bridging them is

yet to be addressed. One way to consider this would be to statistically model the QoS

requirements with variation in time and bandwidth of the channel and develop with a

measure of the perceptual quality at the receiver end. An added constraint would be to

force this measure to be a constant throughout the time and bandwidth variation for a

reliable and robust real-time video communication. This approach will be discussed in

Section 2.5. However, this measure is subjective and varies with varying applications and

end users.

The problems with the existing solutions described in Sections 2.2 - 2.4 are that firstly,

they are fragmented and not integrated. In each step of the video communication system

in Figure 2.1, a local optimum is sought rather than a global one in that the efforts to

minimize channel errors are independent at the transmitter and receiver ends. Secondly,

these efforts are open ended giving way to unnecessary overhead when each of the tech-

niques considers its best optimum performance. In such a scenario, the performance of

the integrated system is jeopardized to match the independent individual unit’s opti-

mum. And lastly, these techniques are non-adaptive with regard to bandwidth, display

and viewing conditions, and application types.

The above described problems in existing approaches lead way to an integrated adap-

tive approach which requires an end-to-end QoS criteria based on the visual quality. This

approach aims at having maximum possible perceptual quality at the viewers’ ends with

a pre-determined latency and a specified channel bandwidth. The QoS measure would

then suffice the visual quality requirements for a given latency at a cost of required

channel bandwidth, power consumption and algorithm complexity. In effect, the wireless

video codec should aim at achieving a constant perceptual quality (CPQ) by using an

integrated end-to-end QoS oriented performance criteria.

2.5 Adaptive Constrained UEP Scheme

It is maintained here that the fraction of source bits that need to be transmitted to

achieve an acceptable level of perceptual quality is a function of the video source content.

Abrupt scene changes and irregular motion require higher number of bits compared to

21



stationary/gradually changing scenes. Hence, an adaptive UEP scheme is required that

dynamically optimizes the UEP protection levels in a packet based on the content of the

scene as well as the channel conditions.

In this section, an adaptive constrained optimization is implemented by dynamically

varying the UEP level in a packet based on the channel conditions. The transmission is

started with a predetermined UEP level. A “forcing function” is then estimated based on

the feedback of channel loss characteristics which provide the bandwidth and the latency

constraints. The UEP level in the packet is then modified each time the channel is

estimated in accordance with this forcing function, which is defined and discussed in the

subsequent sections. The UEP level is chosen such that the visual quality is maximized

under the given bandwidth and the latency constraints.

Similar approaches have been evaluated in [49], [50] and [51]. While Mohr et al. [50]

uses unconstrained optimization, a constraint on system probability of failure rather

than on channel conditions is applied in [49]. In doing so, Grangetto et al. have enforced

a tight bound on minimum achievable Peak signal-to-noise-ratio (PSNR) but have not

prevented any channel inflicted quality loss. It is argued here that channel constraints

have to be implemented adaptively and the packet structure changed dynamically for

the model in [49] to work effectively. In [51] however, an unconstrained optimization is

carried out on the overall rate distortion performance of a joint source-channel coding

system.

2.5.1 Problem Formulation

The problem is formulated as a constrained optimization of UEP level in the packet

structure to achieve maximum expected subjective perceptual quality. Objective mea-

sures that accurately define subjective visual quality include signal-to-noise-ratio (SNR)

measurement, measures that use frequency domain masking and pooling, and detection

thresholds. Moore et al. presented a well designed measurement of detection thresh-

olds for video sequences with artifacts in [52]. In this work, however, PSNR is adopted.

The problem statement can be defined as finding an optimum UEP level that maximizes

the end user PSNR first by using an unconstrained optimization under the conditions

explained in [11] for effective bandwidth and effective channel capacities and then con-
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straining it using variable bandwidth and latency constraints. The notion of effective

bandwidth is also well described with regard to allocation in [53] and with regard to

multi-users in [54].

The optimization of UEP is done based on a forcing function, which can be defined

as the function that determines the error protection level to be employed in a packet for

the given channel conditions, i.e., for a given combination of effective bandwidth and loss

characteristics, the forcing function evaluates the error protection bits required in the

packet to be transmitted. It therefore indirectly ”forces” a UEP scheme for the packet

transmission based on current channel conditions.

Let this forcing function be represented by f(Ai) where Ai is a column vector rep-

resenting the i-th packet sent. Mathematically, first the unconstrained problem can be

defined as follows: Let µ be the UEP ratio (protection level) in the packet. Then, for a

given f(Ai), we need to find the µ that satisfies

max
i∈[0,N ]

{PSNR/f(Ai) ∀Ai}, (2.1)

where N is the total number of packets. For simplicity, we assume f(Ai) to be the

performance curve that includes the maximum area on the probability of successful arrival

of the packet. It can be noted that Eq. (2.1) poses a considerable challenge to solve even

without the bandwidth and the latency constraints because of the time varying nature

of the forcing function.

The system performance of a standard wireless network, cdma2000, is observed for

varying bandwidths over time for the consideration of constrained optimization problem.

Once the transmission rate (R) matches the bandwidth (B) within the Acceptable Range

(AR), the rate is either fixed or lowered. Similarly, bounds on latency are also applied.

For this, the upper bound of latency is considered to be the time difference (T ) between

two I-frames in the video transmission. Let t1 be the time required to transmit the entire

frame with UEP ratio of µ. It is given by

t1 =
N × S × (1− µ)

B + AR
, (2.2)

where S is the packet size, N is the total number of packets, B is the bandwidth, and
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µ ∈ [0, 1]. The latency constraint is then given by

|t1| < t0 + T, (2.3)

where t0 is the time required to transmit the entire frame without any delay bounds.

The bandwidth constraint indirectly limits the total number of packets transmitted

for a given t1 in Eq. (2.2). Hence, even though a total number of N packets are required

to transmit the entire video frame, a total of say τ packets can only be transmitted by

a reduced bandwidth in the given time constraint in Eq. (2.3). This is particularly true

for higher loss-protected transmissions where fewer source bits are sent in each packet.

Hence, the bandwidth constraint imposes indirectly a reduction threshold on the total

number of packets given as

τ = Nχ = N
µ1

µi

, (2.4)

where µ1 is the UEP ratio that satisfies t1 in Eq. (2.2) and µi is the UEP ratio for the

current packet transmission. Here, χ is called the UEP loss factor. The variation in

bandwidth can have considerable effect on the quality of the video transmitted. The

end user visual quality acceptance variation [52] gives us the acceptable range (β) of

bandwidths to achieve a constant perceptual quality. This implies that the rate of trans-

mission should adapt to these bandwidth variations with an allowable range of β, which

gives us the bandwidth constraint as

|R−B| ≤ AR. (2.5)

Hence, the constrained optimization problem can now be formulated as: To find a µ

that satisfies

max
i∈[0,k]

{PSNR/f(Ai) ∀Ai},
s.t :

|t1| < t0 + T,

|R−B| ≤ AR, (2.6)
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Figure 2.2: Structure of the proposed algorithm

where k = min{N, τ}.

2.5.2 Adaptive UEP Optimization

As the forcing function is time-varying, each packet Ai needs to be considered indepen-

dently for a fixed f(Ai) to obtain a UEP level µ that maximizes the PSNR. Since the

packets are considered independent of one other, a dynamically adaptive algorithm is

developed in which the UEP level changes from packet to packet with changing network

conditions so that the end user perceptual quality is always maximized.

The block diagram in Fig. 2.2 describes the basic structure and operation of the

proposed algorithm. The UEP ratio is then decided and/or varied by considering the

end user visual quality and channel constraints. After the UEP part of the header is

appended to the packets, the wireless channel packet losses are simulated.

Constrained Optimization

As the bandwidth B, the latency time t0, and the acceptable range of bandwidth β are

time dependent, they are denoted by B(t), t0(t) and β(t), respectively. Therefore, the

per-packet error protection in terms of the forcing function can now be written as

µi = f(B(t), t0(t), β(t)). (2.7)

For solving the optimization problem, we first need to express the constraint as well as

the arguments of the optimization as a function of the packet UEP parameter µi. Since

N and S are positive, and recalling the latency constraint in Eq. (2.3) and combining
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that with Eq. (2.2), we obtain

|1− µ1| < (t0(t) + T ) |B(t) + β(t)|
NS

, (2.8)

where µ1 is as defined in Eq. (2.4). Since µ1 cannot be greater than 1, 1− µ1 is positive.

Therefore, we have

µ1 >

∣∣∣∣1−
(t0(t) + T )|B(t) + β(t)|

NS

∣∣∣∣ . (2.9)

Now, consider the bandwidth constraint in Eq. (2.5). The time varying equation can

be written as |R−B(t)| ≤ β(t). By rate-distortion theory, there is a limit on the rate at

which we source code the data such that the distortion is kept under the threshold we

want. This rate (in terms of protection) is given by

R ≤ B(t)

[
1− µ1

µi

.

]
(2.10)

The equation comes from considering the bandwidth constraint with the channel capacity.

Note that here, we consider the “effective” bandwidth of the channel as defined in [11].

Therefore, from Eq. (2.10) and the time modified version of Eq. (2.5) we have

|R−B(t)| ≤
∣∣∣∣B(t)

µ1

µi

∣∣∣∣ ≤ β(t) =⇒ µi ≥
∣∣∣∣
B(t)µ1

β(t)

∣∣∣∣ . (2.11)

Substituting the expression for µ1 from Eq. (2.9), we have

µi >

∣∣∣∣
B(t)

β(t)

[
1− (t0(t) + T )|B(t) + β(t)|

NS

]∣∣∣∣ . (2.12)

We can further simplify the constraint by means of certain assumptions (and find a

good closed form expression for it). If here, we assume synchronization of the channel

error estimation and packet transmission intervals, i.e., if the channel estimation at the

receiver is done at the same time instances as the packet arrival times, then B(t), t0(t)

and β(t) can be replaced with Bi, t0i and βi, respectively. Based on this assumption, the

constraint can be further simplified as

µi >

∣∣∣∣
Bi

βi

[
1− (t0i + T )|Bi + βi|

NS

]∣∣∣∣ =

∣∣∣∣
Bi

βi

− t0iB
2
i

NSβi

− t0iBi

NS
− TB2

i

NSβi

− TBi

NS

∣∣∣∣ . (2.13)
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Note here that the value of Bi + βi is considered positive. This also aids an assumption

later made regarding the variation of βi with reference to Bi.

Consider t0i in the above equation. It can be considered as an average time for

receiving all packets in a frame and can be assumed to be much higher than the latency

produced on a per packet basis.2 Under this assumption t0i ≈ t0, a constant over the N

packets.

Since T , N , and S are also assumed to be constant, we can define a constant term C

as

C =
t0 + T

NS
= aconstant. (2.14)

Using this definition, Eq. (2.13) can be rewritten as

µi >

∣∣∣∣
Bi

βi

(1− C |Bi + βi|)
∣∣∣∣ . (2.15)

When PSNR is used as a quality measure, since βi < Bi is always true (proved

mathematically later on by Eq. (2.19)), let us define γi to be the acceptable bandwidth

ratio given by

γi =
βi

Bi

. (2.16)

Ideally, we would want γi to be 0 since any variation in the acceptable bandwidth βi

would disturb the “constantness” of the received video quality. It is obvious that the

affect on perceptual quality of the video due to this variation in βi is dependent on Bi a

little differently than PSNR. The higher the value of Bi, the lower the effect of βi variation

on the perceptual quality. It will be discussed later how we can use this variation to our

advantage.

By substituting Eq. (2.16) in Eq. (2.15), we have

µi >

∣∣∣∣
1− CBi(1 + γi)

γi

∣∣∣∣ =

∣∣∣∣
1− C(Bi + βi)

γi

∣∣∣∣ . (2.17)

Note that the protection is not directly dependent on the latency constraint but the

2It should be noted here that the loss probability in each frame is not assumed to be constant. This
assumption merely states that the time to receive the entire frame (even with time varying losses) is
almost a constant. This can be extended to a video as t0i being the time average of all the frames to be
transmitted.
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fact that Bi forces N to tend towards k (from Eq. (2.4) and Eq. (2.6)) implies that we only

transmit k packets in the allocated time (given by the latency constraint in Eq. (2.3)).

Since we want γi → 0, to maximize the constant quality at the end user, we want as much

protection to the transmitted packets as possible. This can be seen from Eq. (2.16) and

Eq. (2.17). When γi → 0, µi →∞. But for solving Eq. (2.6), we face the following prob-

lem with k as seen from Eq. (2.4). k = min{N, τ} = min{N,Nχ} = min{N,N µ1

µi
}.

Therefore, when γi → 0, µi → ∞ and so k → 0. Recall that here k is the number

of packets required to transmit the entire frame (cut down from N due to latency and

bandwidth constraints). And when k tends to 0, the PSNR is reduced drastically instead

of increasing with protection (since µ1 also → 0 when γi → 0, the drop in k and so the

drop in PSNR is much faster). For this reason, an optimum value of µi is necessary.

Before we proceed to find this optimum, let us see if we can extract any information

from what little variation we have with varying the acceptable range of bandwidth. This

information can be obtained by finding the bounds of γi and exploiting its variation

within these bounds. Practically, the encoded bit rate is not always equal to or even

close to the available bandwidth, which implies that βi 6= 0. In fact, it is a small value

greater than 0. This can also be seen by setting R ≤ Bi in Eq. (2.5). Therefore, we can

safely set the upper bound of γi to be 1.

The lower bound of γi can be found by considering the upper limit on the number of

transmitted packets. We need to decrease γi so that k is as close to N as possible. If

we assume a strict bandwidth constraint, we have τ always less than N . Let τmin be the

value of τ that satisfies this strict constraint. Since k = min{N, τ}, k = τmin, and so

from Eq. (2.17)

k = Nχmin = N
µ1min

µi

< N


1− C |B(t) + β(t)|{

1−C(Bi+βi)
γi

}

 . (2.18)

Under the synchronization assumption, we have k < Nγi. Hence, the limits of the

acceptable bandwidth ratio are

0 <
k

N
< γi < 1. (2.19)
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Using these limits, at the receiver, we decide the apt βi that gives a good PSNR

performance at the receiver and send it to the transmitter using a feedback based network.

At the transmitter, we vary the source rate R such that the required µi is obtained for

maintaining the PSNR and also the constraints are practically made viable.

Next, we need to find the expression for PSNR as a function of the packet protection

ratio µi. For doing this, we first need to express the PSNR as a composite of per-packet

estimated PSNR values (let us call them PSNRi). Using the definition of PSNR, the

per-packet PSNR for the i-th packet can be defined as

PSNRi =
2552

∑ ∑
(p,q)∈[0,i]

[f(p, q)− r(p, q)]2
, (2.20)

where f(p, q) is the original image or video frame at (p, q)-th pixel location and r(p, q)

is the received video frame at that pixel location.3 The effective expected PSNR to be

maximized, E{PSNR}, can now be written in terms of individual per-packet PSNRs as

E{PSNR} = E{PSNRN} = E

{
1

δ

∑
i

PSNRi

}
=

1

δ

∑
i

E {PSNRi} , (2.21)

where δ is a scale factor that removes the unwanted repetitions of the per-packet PSNR

summation. Typically δ will have expressions of the form (N − 1)![(N − 1)! + 1]/2.

By the total probability theorem, E{PSNRi} can be further expanded as conditional

probabilities given by

E{PSNRi} =
∑

p

∑
q

E {PSNRi/(p, q) ∈ Ai}Pr {(p, q) ∈ Ai} . (2.22)

We can observe that the probability of (p, q) ∈ Ai is related to the error protection

given to Ai and can be expressed as

Pr {(p, q) ∈ Ai} =
(1− li)(1− µi)

N
, (2.23)

where li is the loss probability of the packet Ai. The first term in the right hand side of

3Note that the limits of the summation (p, q) ∈ [0, i] define the effective PSNR till the i-th packet
(and not just that of the i-th packet). PSNRN therefore, would give us a measure of the actual PSNR.
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Eq. (2.22) can be further simplified as

E {PSNRi/(p, q) ∈ Ai} = E





2552

∑ ∑
(p,q)∈[0,i]

[f(p, q)− r(p, q)]2
/(p, q) ∈ Ai





=
2552

∑ ∑
(p,q)∈[0,i]

[f(p, q)− r(p, q)]2

(
1− µi

k

)
. (2.24)

Now, substituting Eqs. (2.23) and (2.24) in Eq. (2.22), we get the expression for the

per-packet PSNR in terms of the error protection given to each packet. Before we find

the expression for the argument in the optimization, for the sake of simplicity, we define

the pixel wise dependence of PSNR with a new variable ~i. This variable depends on the

each packet (for optimization purposes) and can be defined as

~i =
1

δ

∑
p

∑
q


 2552

∑ ∑
(p,q)∈[0,i]

[f(p, q)− r(p, q)]2


 . (2.25)

Using equations Eqs. (2.22) - (2.25) and back substituting, we can further simplify

Eq. (2.21) as

E {PSNR} = E {PSNRN} =
∑

i

~i(1− li)(1− µi)
2

kN
. (2.26)

This expression is important because of two reasons. Firstly, it gives us a good idea

about the parameters on which the objective quality depends upon based on a per-packet

transmission and secondly, it expresses the quality measure at the end user in terms of

the protection given to each packet. Therefore, we can now express the constrained

optimization problem as

max
µi

~i(1−li)(1−µi)
2

kN
,

s.t :

µi >
∣∣∣1−C(Bi+βi)

γi

∣∣∣ , µi < 1,

k
N

< γi < 1. (2.27)
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It is now sufficient to solve this expression for µi. As seen from the expression, this

is in the form of a standard non-linear optimization problem. Any of the conventional

methods such as the reduced-gradients, sequential linear and quadratic programming

methods, or methods based on augmented Lagrangian and exact penalty functions can

be followed to solve Eq. (2.27). The only deviation to this problem comes in the form of

non-convexity on the bounds of the constraints.

Greedy algorithm

Multiple assumptions have been made to represent Eq. (2.6) in the form of Eq. (2.27).

The validation of these assumptions cannot be done mathematically. However, one way

of solving Eq. (2.6) non-mathematically is by setting an approximate range for each of the

variables and finding the location of the optimum µ. Another way is to employ a greedy

algorithm that finds the optimum packet protection such that the losses are minimized.

There have been algorithms proposed for such rate-distortion optimizations but none of

them operate on a per-packet basis. However, these algorithms can be used to represent

and solve the distortion minimization problem on a per-packet basis.

For obtaining the argument of this optimization, let αi be the protection given in bits

to the packet. Let us also assume that the criterion for minimization be certain L-norm

of the packet Ai which depends on the packet protection αi. Currently, the size of the

packet, S, is assumed to be fixed. However, an extension to this optimization can be

considered where the packet size is varied. The greedy technique to find the minimum

µi can then be stated as

min
αi

∑
i

li(1− αi) ‖Ai‖L ,

s.t :

αi > S
∣∣∣1−C(Bi+βi)

γi

∣∣∣ , αi < S,

∑
i

|αi| ≤ mS, m ¿ k, (2.28)

where m is a positive integer.4 Note here that the channel constraints remain the same

4An important note to be made from Eq. (2.28) is that the effective argument is less than what we
considered for Eq. (2.27). Here, the minimization is not based on the PSNR anymore due to the fact that
variation of the quality to the higher side is redundant in terms of PSNR. It is rather sensible to consider
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as before and so, the constraint in Eq. (2.27) can be directly applied in terms of αi.

The second constraints merely states that the protection applied is not large compared

to the amount of data transmitted. In other words, this constraint bases itself on the

assumption that the protection αi given to the packet does not change the norm of

the packet. If this important assumption is not considered, the problem would change

very dynamically and so the formulation of the constraints needs to be modified each

time the packet is transmitted. This in turn is not only very complex to solve but also

inappropriate due to the bursty nature of the channel.

The solution to Eq. (2.27) or Eq. (2.28) gives the upper bound on the per-packet

protection ratio µi. For maintaining constant perceptual quality, we have to define the

minimum UEP ratio µi such that the effective quality of the received video does not

vary much on the higher side. This upper limit on the quality is usually decided at the

receiver when the first or the first few frames of the video are received. The transmitter

then changes the packet protection based on the feedback it receives from the receiver

regarding the lower limit on µi. The optimization for the upper bound on quality can

also be done at the receiver by introducing losses/noise or other degradations.

2.5.3 Simulation Results

To account for the channel effects, consider Ai to be a column vector of size S × 1. Let

D be the frame vector formed by lexicographic ordering of all the Ais. Therefore, D is

[AT
1 AT

2 ...AT
k ], where k is as defined in Eq. (2.6). The size of D is 1 × Sk bits or 1 × k

packets. C, the channel output, can then be obtained as diag(PTD), where P is the

binary probability loss vector of the channel with a predefined loss percentage. P is a

row vector of size 1×k and is randomly generated. Since each element of P is multiplied

with each Ai in D, C is a vector of k packets and contains the received set of packets

which are decoded from which the image is reconstructed.

The compressed output stream is vectorized and multiplied with the vector P that

the effective overall loss induced and the amount of redundant protection required to keep the upper
limit of quality from crossing the upper bound of acceptable range (keeping in mind that any higher
quality, even though is good for viewing, will produce a variation that would be visible and when the
bandwidth reduces at a later point of time, this variation would introduce perceivable annoyance). In
terms of PSNR, this would be similar to considering E {PSNR}−∑

i V ar2
i , where V ari is the per-packet

loss variance.
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Table 2.1: Optimum overall µ values and the corresponding PSNR values (in dB) for a
mean loss probability = 0.15 and loss variance = 2.5%

S = 128 S = 256 S = 512
Image µavg PSNR µavg PSNR µavg PSNR

Lena 0.1736 28.56 0.1804 28.83 0.1769 27.91
Cameraman 0.1823 29.61 0.1830 29.76 0.1828 29.37
Barbara 0.1941 26.13 0.1954 26.47 0.1930 26.22
Brain 0.1737 31.42 0.1801 31.65 0.1743 30.99
Sail 0.1684 29.14 0.1702 19.58 0.1653 29.22
Football 0.1848 28.86 0.1859 29.19 0.1861 28.82
Hockey 0.1851 29.93 0.1913 30.45 0.1889 30.06
Yogi 0.1892 28.63 0.1926 28.91 0.1971 28.11

is randomly generated using Monte Carlo simulation. About 1000 varying packet loss

simulations have been generated independently for each transmission and their statisti-

cal average has been taken to obtain the probability loss vector. Here, each packet is

considered to have a uniform loss distribution, thus making the loss distribution of the

entire frame to be Gaussian.

Table 2.1 encapsulates the performance of the proposed algorithm. Eight images were

considered as independent video segments. For each image, an optimum µ (the average

of all the individual packet µis) was found by experimentation for a fixed loss percentage

and the corresponding maximum PSNR was noted. The loss percentages were then varied

and each time a new µ, optimum for that particular loss percentage, was recorded. This

experiment was repeated for varying packet sizes while keeping the number of packets

well within the constraints given in Eq. (2.6).

A sample curve of PSNR variation with UEP ratio (µ) in packets of size S = 512 bits

for fixed mean loss of 0.15 percent and variance of 2.5 is shown in Fig. 2.3. The curve

gives us the maximum PSNR value for a fixed loss percentage and the optimum µ for

which this PSNR is attained.

The variation of maximum achievable PSNR with varying packet loss percentages

for a fixed packet size, S = 512, can be seen in Fig. 2.4(a). The variation of all five

images are plotted for comparison. Also shown is the performance of the system with

a constant UEP fixed at µ = 0.33 (the dotted line) for the cameraman image. As seen

from the figure, the dynamically adaptive algorithm clearly outperforms the constant
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Figure 2.3: Sample curve of PSNR variation with UEP level (µ) in the packet for a fixed
mean loss probability of 0.15 percent with variance 2.5%, S = 512.

UEP technique.

Also seen from Fig. 2.4(a) is the fact that the objective quality measure, PSNR,

drops rapidly after a particular loss probability. For example, the PSNR values of the

cameraman image (for packet size S = 512) dropped from 25.27 for l = 0.7 to 17.68 for

l = 0.8. An implementation aspect here would be to restrain from transmitting the video

frames if the channel loss probability crosses a particular threshold on or after which the

PSNR of the received video drops radically making it difficult to maintain high perceptual

quality. Here, l = 0.7 can be considered as the threshold for the cameraman image.

Fig. 2.4(b) shows the variation of PSNR for the cameraman image for varying packet

sizes. It is observed that the performance of the system first improves with increasing

packet sizes, especially for higher packet loss percentages, and then decreases for partic-

ularly large packet sizes. This implies that an optimum value of S needs to be chosen to

obtain higher PSNR for similar channel conditions. It can also be seen from the figure

that a single S is not optimum for all packet loss probabilities. At lower loss percentages,

a large S is optimal, whereas, for higher packet losses, a smaller S would give better re-

sults. Hence, to achieve maximum perceptual quality at the end user, it can be deduced

that a dynamic variation of S is also necessary.
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Figure 2.4: (a) PSNR variation with varying normalized packet loss percentages (l);
S = 512, and (b) PSNR variation with varying packet sizes (S) for the Cameraman
image.

2.6 Summary

This chapter reviewed the most recent advancements in adaptive and interactive wireless

video communications with primary focus on the error control tools and mechanisms

of different video coding standards. Due to the effects of noisy fading wireless chan-

nel, it was found that error resilience and error concealment were the most important

aspects of current research for successful realization of transmission and reception of im-

age/video signals over bandwidth limited fading wireless networks/channels. The chapter

also provided an overview of the source and channel encoding implementations at the

transmission end and specified the significance of the encoder error resilience. The chan-

nel characteristics and its effects with regard to QoS requirements have been studied

and a review of the differences between the QoS of video and channel is presented. The

chapter discussed different error concealment techniques that can be implemented in the

present day standards to take care of the channel/transmission errors in the obtained

signal at the receiving end to obtain a near-original reconstruction of the transmitted

information.

A dynamically adaptive constrained UEP technique is then proposed for wireless

video transmissions that aims at achieving maximum perceptual quality at the end user.
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The existing challenge is formulated as a constrained optimization problem. An algo-

rithm for this technique is given where in the UEP is varied dynamically based on the

constraints developed by varying wireless channel conditions. Simulation results of this

algorithm on various video frames are presented and analyzed for varying loss conditions

and packet structures. It can be seen from these results that the algorithm outper-

forms other currently existing techniques for transmitting video over wireless channels

especially for higher packet loss percentages. Illustrative experiments are conducted to

demonstrate the practical strategy of implementing such a UEP scheme that performs

off-line optimization for different types of video segments and different channel condi-

tions. The potential advantage of this approach is that it attempts to achieve maximum

perceptual quality for the given channel conditions and gives better results for higher

loss percentages at relatively low cost during run time. However, a possible disadvantage

may lie in the fact that the transmitter requires an adaptive feedback for determining the

optimal UEP. Making the transmitter aware of the current channel conditions without a

feedback from the receiver is still to be researched.
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Chapter 3

Watermark-based Error

Concealment (WEC)

The transmission of images and video over wired and/or wireless channels introduces

multiple losses into the transmitted data that manifest themselves as various types of

artifacts. These artifacts degrade the quality of the received image/video as they vary

rapidly during the course of transmission based on the channel conditions. Therefore,

there is a need for a good error concealment technique that can detect and correct (or

conceal) these errors better and display a good quality image/video regardless of the

channel conditions [1]. In the case of video transmission over wireless channels, adaptive

error control that adapts to the approaches both at the transmitter and at the receiver

has proven to be more effective [23].

Error concealment methods use spatial and temporal information to recognize that

an error has occurred. Once an error is detected, the received video stream is adjusted

with an attempt to recover the original data. A number of error concealment techniques

have been proposed in the literature that use either statistical methods to detect and

correct errors (these are usually computationally intensive) or depend on certain critical

information from the transmitter, like the re-synchronization markers, to detect these

transmission errors.

In this chapter, we propose a set of novel watermark-based error concealment (WEC)

algorithms. Watermarking is usually used to introduce some redundancy to the trans-

mitted data with little increase in its bit rate during implementation [57].
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The basic idea of a proposed WEC algorithm is as follows. A frame of a video is

wavelet transformed and the low-low approximation coefficients (usually second or third

order) are then embedded in the frame itself during MPEG encoding. The embedded data

can then be error protected unequally such that the mark signal embedded packets are

given higher protection against channel errors. At the receiver, the mark is extracted from

the decoded frame. The channel corrupted information of the frame is then reconstructed

using the embedded mark signal. Specific areas lost through transmission are selected

from the reconstructed mark signal and replaced in the original frame, thus enhancing

its perceptual quality [58]. We provide modified algorithms for implementation in high

detail color extensions in the case of wired and wireless transmission scenarios. Also, a

comparison of the proposed technique to its two-part variant (where the low resolution

child image is encoded and transmitted as side information) is provided along with an

extensive analysis of its performance.

3.1 Previous Work

The foundations for the use of data hiding as an error control tool were laid by Liu and

Li [59]. They extracted the important information in an image, like the DC components

of each 8× 8 block, and embedded it into the host image. In the work that followed, Liu

and Li’s work formed the basis. Certain key features were extracted from the image and

these features were encoded and data hidden in the original image either as a resilience

tool or for concealment [60]-[62].

Watermarking of error correcting codes was introduced by Lee and Won [63]. Here,

the parities generated by conventional error control codes were used for watermarking

sequence. A region of interest (ROI) based coded bit stream embedding was employed by

Wang and Ji, where the ROI DCT bit stream is embedded into the region-of-background

wavelet coefficients [64]. This technique gives better results when perception based en-

coding is employed.

The concept was extended to video coding by Bartolini et al. [65]. However, they

used data hiding as a tool to increase the syntax-based error detection rate in H.263

but not for recovering or correcting lost data. Munadi et al. extended the concept
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of key feature extraction and embedding to inter-frame coding [66]. In their scheme,

the most important feature is embedded into the prediction error of the current frame.

However, the effects on motion vectors and the loss of motion compensated errors were

not addressed. Yilmaz and Alatan proposed embedding a combination of edge oriented

information, block bit-length, and parity bits in intra-frames [67]. They use a minimally

robust technique of even-odd signalling of DCT coefficients for embedding.

The problems with existing techniques are: (1) Only one or a few selected set of

key features are used for embedding. These features may not necessarily follow the

loss characteristics of the channel employed. (2) They use transform domain to encode

the data that needs to be embedded, often DCT. However, if losses occur on the DC

coefficient or a set of first few AC coefficients, the loss to the extracted reference would

be significant and therefore may lead to reduction in concealment performance. (3)

Almost all the techniques use fragile or semi-fragile data embedding schemes which are

more susceptible to attacks. Our proposed technique avoids two of the three problems

by embedding half-toned version of the whole reference image (instead of encoding its

transform coefficients). This way, loss or errors in the data will have smaller and local

effects on the reconstructed video. A possible solution to the third problem will be

addressed in a future work.

A set of concealment techniques that do not use data hiding while giving similar high

levels of performance has been proposed in the literature. Block based deterministic

interpolation models are used for reconstruction of missing blocks in either the spatial

domain [68]-[70] (simplified edge extraction imposition for obtaining the directional inter-

polation was considered in [68] and [69] while projection onto convex sets was considered

in [70]) or spectral domain [71] (where lost DCT coefficients are estimated based on spa-

tial smoothing constraints). Li and Orchard provided a good review of these techniques

and proposed a set of block-based sequential recovery techniques [72]. These work well in

simplified loss scenarios where successfully received data is assumed to be reconstructed

loss free. This is often not the case. A comparison of these techniques with the proposed

technique is provided in Section 3.5.
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Figure 3.1: Block diagram of the embedding algorithm.

3.2 Watermark-based Error Concealment (WEC)

The proposed WEC scheme can be divided into an embedding part and a retrieval part.

It should be noted that the proposed technique does not overload the communication

channel by requiring feedback or any retransmission of damaged blocks.

3.2.1 The Embedding Part

The data hiding technique used here is a modified version of Cox’s watermarking algo-

rithm [73]. Due to the limited embedding capacity of the algorithm, it is practically not

feasible to embed the whole frame (full resolution) into itself [74]. In this work, there-

fore, the discrete wavelet transform (DWT) and dithering techniques have been used to

reduce the amount of data to be embedded such that the algorithm embeds maximum

information while still catering to the feasibility issues.

Wavelets have several properties that make them good candidates for this application.

Some of the important ones relevant to this algorithm are: (1) The approximation coeffi-

cients provide a good low-resolution estimate of the image, while minimizing the aliasing

artifacts resulting from the reduction in resolution, and (2) The wavelet coefficients are

localized, such that a corruption of a coefficient through channel errors has only local

effect on the image. Dithering techniques make it possible to generate binary images

which look very similar to the parent gray level images. The technique employed here is

Floyd-Steinberg error diffusion dithering algorithm [75], [76]. The DWT approximation

coefficients are half-toned before being embedded.

The block diagram of the embedding algorithm is shown in Fig. 3.1. The operation

of the embedding part can be described as follows. The 2-D DWT of the frame is first

computed. A second level DWT is performed again on the approximation coefficients
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to obtain an image that is 1
16

-th the size of the original frame. A half-toned image, the

marker, is then generated from the reduced size image. One marker is used for each

frame. After the marker is generated, each pixel of the marker is repeated 4 times in a

2× 2 matrix format. This repetition operation allows the decoder to recover the marker

from the data in a more robust fashion.

Mathematically, the reduced size image generated for the i-th frame, fi, can be repre-

sented as mi. Here, fi is of size m×n and mi is of size m
4
× n

4
. The half-toning operation

is performed on mi using a Floyd-Steinberg diffusion kernel DFS given by

DFS =
1

16




0 0 0

0 P 7

3 5 1


 , (3.1)

where P is the current pixel position. DFS is typically applied on each 3 × 3 block of

the reduced size image. The resulting marker is denoted as wi. Each pixel of wi is then

repeated in a 2× 2 matrix format to form w̆i. Note that w̆i is of size m
2
× n

2
.

A zero mean, unit variance pseudo-noise image is then randomly generated with a

Gaussian distribution and a known seed. A unique pseudo-noise image, pi, of size m
2
× n

2

is generated for each frame of the video. For a generic i-th frame fi, of a video sequence,

the final watermark w̃i is obtained by multiplying w̆i with the pseudo-noise image, pi:

w̃i = w̆i. ∗ pi (3.2)

where .∗ represents element-by-element multiplication. Note that w̃i ∈ {−1, 1}.
The computed DCT coefficients of the luminance channel of the frame fi are denoted

as Fi. The watermark, w̃i is then scaled by a factor α, and added to a set of coefficients

in Fi starting at the initial frequencies of (∆1, ∆2). The resulting image Yi is given by

Yi(k + ∆1, l + ∆2) = Fi(k + ∆1, l + ∆2) + α · w̃i(k, l) (3.3)

where k and l correspond to the pixel location in the spatial domain and the coefficient

location in the DCT domain. Here, Yi(·, ·), Fi(·, ·), and w̃i(·, ·) represent the individual
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Figure 3.2: Block diagram of the retrieval algorithm.

component values of matrices Yi, Fi, and w̃i, respectively. Note that ∆1 ∈ [0, m
2
] and

∆2 ∈ [0, n
2
]. Yi is then inverse transformed, encoded and transmitted.

In the proposed method, the final watermark is added only to the mid-frequency

DCT coefficients. The range of frequencies where the watermark is inserted is strongly

dependent on the application. For the purpose of delivering a high quality video through

a channel and for better performance in error concealment, the mid-frequencies are a

good choice. Inserting the watermark in the low-frequencies would cause visible artifacts

in the image, while inserting it in the high frequencies would make it more prone to

channel induced defects. Also, multiple copies of the marker can be inserted sequentially

with various initial frequencies to make the watermark more robust to channel errors.

In this case, the multiple copies are generated using independent randomly generated

pseudo-noise matrices.

3.2.2 The Retrieval Part

The block diagram of the retrieval technique is shown in Fig. 3.2. The DCT coefficients

of the luminance channel of the received frame yri, denoted by Yri, are computed as

Yri = DCT2(yri) (3.4)

where DCT2 represents the 2-D DCT operation.

These coefficients are then multiplied by the corresponding pseudo-noise image pi.

The pseudo-noise image generated is the same as that at the transmitter side. It is tacitly

assumed that the receiver knows the seed for generating the pseudo-noise image and the

initial frequencies, (∆1, ∆2), where the mark was inserted. An issue of concern with
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this assumption is that it might lead to possible synchronization problems when severe

channel errors cause loss of frames. This can in turn be handled by embedding the frame

order number i (similar to the sequence number in packet transmission) into the frame

itself. The receiver side pseudo noise generator algorithm can be driven by the recovered

value while the missing frames can be detected using the missing frame order numbers.

The result of the multiplication, denoted as w̆ri, is averaged over the 4 pixels (2× 2

matrix form) and the binary marker is extracted by taking the sign of this average:

wri(k, l) = sgn

{
1

4
(λi(k, l))

}
. (3.5)

where

λi(k, l) =
2k∑

k′=2k−1

2l∑

l′=2l−1

Yri(k
′ + ∆1, l

′ + ∆2) · pi(k
′, l′) (3.6)

and Yri(·, ·), pi(·, ·), and wri(·, ·) are the individual component values of matrices Yri, pi,

and the extracted marker wri, respectively. Note here that the values of wri greater than

0 are assigned a value of 1 and those that are equal to or less than 0 are assigned a value

0 to make the resulting image binary. Also note that while the size of w̆ri is m
2
× n

2
, the

size of wri is m
4
× n

4
.

It has been shown that this approach enables a fairly large amount of hidden data to

be embedded without significantly affecting the perceptual quality of the encoded image

[58]. Once the binary marker is extracted, the reduced size image is obtained by inverse

half-toning the watermark.

Although a number of algorithms have been proposed for inverse half-toning [77]-[79],

the inverse half-toning algorithm using wavelets proposed by Xiong et al. [77] is employed

here because of its performance and ease of operation. This process primarily involves

edge extraction from the high frequency components and edge preserving noise removal

of the low frequency components of the wavelet coefficients. A discrete dyadic wavelet

transform using ‘Haar’ wavelet (as a perfect reconstruction filter) without sampling rate

conversion is employed to obtain back the processed smooth marker. The whole operation

can be represented as

m̂i = HT−1(wri) (3.7)
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where HT−1 denotes the inverse half-toning operation and m̂i is the extracted approxi-

mation of mi.

A 2-D inverse DWT is performed on this smooth marker to obtain an intermediate

resolution image ĝi. The values of m̂i form the approximation coefficients. Other high

frequency coefficients are assumed to be 0 while computing the inverse DWT.

ĝi = IDWT2(m̂i). (3.8)

Note that ĝi is of size m
2
× n

2
. It is then up-sampled by a factor of 2 and passed

through a lowpass interpolation filter to obtain an m × n image. The resulting image

f̂i, is compared with the current received frame yri to detect and conceal the corrupted

blocks by substituting the appropriate data.

The criterion for substituting the loss areas is different for images and video. The

substituted areas in images are identified by packet-size blocks of lost data while in case

of video, these are located using motion vectors and motion compensated error residual

(MCER) values. An implementation issue here is that the marker needs to be scaled

before the appropriate areas are substituted. The scaling can be either done throughout

the image or only in the localized areas where the frame experienced packet losses. A

global scaling constant is used when the image is globally scaled. In the case of local

scaling, different local scaling factors are used based on the intensities of the surrounding

areas. Both approaches are explored and the results presented in Section 3.4.

3.3 Implementation Scenarios

In this section, two different extensions of the algorithm with minor modifications are

presented and discussed. The extensions to the regular implementation are: (1) Ex-

tension from wired to wireless transmission, and (2) Extension from gray scale to color

images. The various models that are adopted to test the feasibility and effectiveness of

the proposed algorithm in these two scenarios are also discussed.
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Figure 3.3: Block diagram of the lossy wired transmission model.

3.3.1 Wired vs. Wireless Transmission

The lossy wired model that has been adopted for implementation of the proposed al-

gorithm is shown in Fig. 3.3. The testing of the algorithm can be easily performed at

the IP level. The embedded image is packetized with appropriate protection and header

information and transmitted.

At the router level, the following algorithm is implemented. The channel (layered)

header is decoded to check for a match in the source, next hop, and destination IP

addresses. Then the packets are sorted into one of the multiple priority queues based

on the value of priority byte in the header. The transmission from this point forward is

based on the priority of the packet and the current channel conditions. Only when queue

1 is empty, packets from queue 2 are transmitted and so on. According to this model,

packet loss is introduced when the queue buffer is full for each of the queues except for

queue 1.

Once the packets are reordered based on their priorities, a delay is created in the

transmission according to predefined latency values. The packets are then randomly

dropped in accordance with a known probabilistic distribution (Gaussian in this case)

which has a preset (controllable) mean and variance. The remainder of the packets are

forwarded to the destination in a point-to-point network.

However, for wireless cases, the model in Fig. 3.3 does not work due to the fol-

lowing reasons: (1) Wireless channel has unpredictable variation with time, (2) Co- and

cross-channel interferences are not accounted for, and (3) Fading and power losses are not

considered in the current model. Apart from these, the model used in case of wired trans-

mission is adapted for network traffic characteristics of Internet, typically like network

congestion, which is quite unlike the case in wireless transmission.

A link layer modelling instead of network layer is adopted for wireless channel trans-
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Figure 3.4: States of the adopted wireless simulation model.
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Figure 3.5: Block diagram of the Error Diffusion algorithm. DFS is the Floyd-Steinberg
kernel and T (·, ·) is the threshold operator.

mission scenarios. A simple point-to-point, two-state Markov chain, i.e., the Gilbert-

Elliot model shown in Fig. 3.4, has been adopted for wireless transmission scenarios [80].

The two states in this model can be considered as the good state and bad state or the

receive state and the loss state, respectively, with predefined probabilities p and q. This

means that the Markov chain is in the good state if the packet is received in time without

any errors and is in the bad state if the packet is lost during transmission due to latency

or bandwidth limitations of the channel.

The parameters p and q are called the transition probabilities of the Markov chain

between the good and the bad states. The transition matrix of this two-state Markov

chain can be represented as

M2 =


 1− q q

p 1− p


 (3.9)

The values of p and q are quite apart with more emphasis on the good state. For

a typical wireless channel, the values of p and q would be around 0.999 and 0.001,

respectively. Note here that p + q = 1. Such a model is followed here for the wireless

channel simulations and the results are presented in Section 3.4.
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3.3.2 Gray Scale vs. Color

The algorithm can be extended to work in the case of color image/video transmission.

In this case, differences can be seen not only in the algorithm implementation, but in the

results too. The variation in results and their analysis is presented in Section 3.4 while

the implementation changes are discussed here.

The half-toning technique used for gray scale image processing is a simple feedback

based loop shown in Fig. 3.5. Here, DFS is the Floyd-Steinberg kernel given in Eq. (3.1)

and T (·, ·) is a threshold operation. xe[n] and ye[n], the errors in the n-th sample of

x[n] and y[n] respectively, are “diffused” back into x[n + 1] to x[n + 4] samples using

a feedback loop. This implementation gives a pretty good estimate of the original gray

scale image as a binary image.

For the case of color images/videos, we use color dithering [81]. Here, the color

space is divided into 4 subspaces Cyan (C), Magenta (M), Yellow (Y), and black (K).

The original RGB color image S1 is converted into an CMYK image S2new using the

transformation given by

S2old = 1− S1

K = min
{
[S2old]

T
}

S2new = S2old −K (3.10)

where S1 = [R G B]T and S2 = [C M Y ]T . The black values K are initially calculated

using old C, M , Y values and then, the new C, M , Y values are obtained by modifying

the old ones using these K values. The error diffusion shown in Fig. 3.6 is then applied

to the CMYK images individually to obtain a color half-toned image.

The block diagram of the generalized error diffusion algorithm used for color image

half-toning, shown in Fig. 3.6, is quite similar to Floyd-Steinberg dithering technique

in Fig. 3.5 except that it has another positive feedback loop [82]. The sample y[n],

created from threshold operation on x[n], goes through a scaled lowpass filter A with a

predefined hysteresis value h. Since the sample values after threshold process are sharper

in the CMYK space, this lowpass filtering operation is required. A is chosen to be a

3× 3 lowpass filter to simplify implementation with respect to the 3× 3 Floyd-Steinberg
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Figure 3.6: Block diagram of the Generalized Error Diffusion algorithm. h is the hys-
teresis value and A is a lowpass filter.

kernel DFS. h is chosen to be 0.5 in our implementation.

After the error-diffusion process, the image is converted back to RGB color space by

an approximate inverse of the transformation defined in Eq. (3.10). The conversion can

be represented as:

S2new = S2old + K

S1 = 1− S2new. (3.11)

Either the R, G, and B channels or the Y, Cb, and Cr channels of the half-toned color

marker signal can now be embedded into the luminance component of the original im-

age/video frame. Each of these cases with individual and dependent variations in α are

considered and the results are presented and analyzed in Section 3.4.

3.4 Experimental Results

The algorithm proposed in Section 3.2 with extensions proposed in Section 3.3 has imple-

mented. For wired channel transmission, conventional UDP protocol with packet loss is

considered, whereas a simulated point-to-point lossy link layer model is used for wireless

cases. The following assumptions are made for simplicity with regard to the implemen-

tation of the algorithm: (1) The binary loss probability of the channel is assumed to be

constant for a given network bandwidth, (2) The source transmission rate is assumed to

be less than the maximum channel bandwidth, (3) No re-transmissions occur, and (4)
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Bit errors over successfully received packets are negligible.

‘Haar’ wavelet is used for calculating the two-level approximate wavelet coefficients.

For wired scenarios, the compressed output stream is vectorized and multiplied with a

vector that is randomly generated using a Gaussian distribution. About 1000 varying

packet loss simulations have been generated independently for each transmission and

their statistical average is taken to obtain the probability loss vector.

In the case of wireless transmission, the channel and its losses are simulated using

the ns-2 simulator [83]. The power levels for the wireless transmission are kept almost

constant. A constant fading is assumed for each of the packet transmissions in the

individual channels of a multichannel scenario. It should be noted here that a standard

CDMA2000 system [48] is followed due to its efficiency of operation in the link layer

when compared to other wireless systems.

Table 3.1 summarizes the results of the experiment for wired and wireless transmis-

sions. In the case of color images, the Composite PSNR (CPSNR) is calculated at the

receiver. The symbol * indicates the images/video frames that are implemented using the

wired transmission simulations. Note that the percentage improvement due to localized

error concealment in the case of wireless transmission is much more pronounced than in

the case of wired transmission. For each value of image/video frame, the PSNR of the

received image (PSNRrec), the PSNR of the error concealed image (PSNRerc), and the

PSNR of the local-scaled error concealed image (PSNRloc) are noted.

When the received frame is error concealed using the proposed algorithm, the scaling

operation performed on the concealed data blocks is fixed. Instead, if localized inter-

polation is performed on the reconstructed blocks by considering the neighboring pixels

that were correctly received, an improvement in the visual quality of the restored frame

is observed (as can be seen in Table 3.1).

A sample result for the wired transmission case is shown in Fig. 3.7 for the Cameraman

image with the parameter values: α = 3.6, mean loss probability = 0.15, loss variance

= 2.5%. The received frame had a PSNRrec = 19.83 and the error concealed image had

a PSNRerc = 27.69. These frames with the original frame are shown in Figs. 3.7(a), (b)

and (c). Fig. 3.7(d) has been obtained by localized scaling error concealment. Here,

the error-concealed image is locally scaled by using a localization kernel of size 8 × 8 or
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Table 3.1: Performance of the proposed algorithm. PSNR (in dB) for a fixed mean loss
15% and variance 2.5%

Frame/Image PSNRrec PSNRerc PSNRloc % inc

Sail 19.4923 26.5968 29.6880 11.6
Cameraman* 19.8271 27.6852 28.9047 4.4
News 21.9273 27.2865 30.5244 11.9
Psycho 15.6776 25.4005 29.4129 15.8
Table tennis 16.8707 24.3020 27.6268 13.7
Flower 17.8046 21.6195 24.6611 14.1
Football 19.1367 27.7806 30.9214 11.3
Stefan 20.1159 26.5788 29.4279 10.7
Coastguard* 20.0866 25.6650 27.0271 5.3
Hockey 19.3017 24.3303 33.2081 36.5
Girl 18.1319 25.4701 31.7092 24.5
Frank 20.0172 23.0964 29.0501 25.8
Surf 18.1977 23.5479 30.4909 29.5
Gold hill* 18.0111 27.1874 28.4486 4.6

*wired cases

(a) (b) 

(a) (b)

(c) (d) 

(c) (d)

Figure 3.7: (a) original frame, (b) received frame with mean loss probability = 0.15,
variance = 2.5%; PSNR = 19.8271 dB, (c) error concealed frame; α = 3.6; PSNR =
27.6852 dB, and (d) localized scaling error concealed frame; PSNR = 28.9047 dB.
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(a) (b)

(c) (d)

Figure 3.8: (a) original image, (b) received image with mean loss probability of 0.12 and
variance 5% (PSNR = 19.3003 dB), and (c) error corrected image using the data hiding
algorithm with α = 5; (PSNR = 28.1702 dB), and (d) The localized error corrected image
with kernel size 8× 8; (PSNR = 29.9137 dB).

16× 16 (based on the size of the lost data area). The PSNR obtained by performing this

localized scaling operation on the error-concealed image is PSNRloc = 28.90. However,

better results in terms of PSNR are expected if the kernel size is varied.

In Fig. 3.8, a sample result for the wireless transmission simulation are presented for

the Sail image with the parameter values: α = 5, average loss probability = 0.12, and

loss variance = 5%. The received image had a PSNRrec = 19.30 (the value of 19.4923

that is listed in the table is CPSNR, i.e., it is obtained for the color image). The original,

received and error-concealed images (PSNRerc = 28.17) are shown in Figs. 3.8(a), (b)

and (c) respectively and the localized error concealed image with 8× 8 kernel (PSNRloc

= 29.91) is represented in Fig. 3.8(d).
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Figure 3.9: (a) Comparison of the quality of the received frame vs. the error concealed
(EC) and the localized error concealed frames with variation in loss probability for a
sample set of 25 simulations and (b) mean and standard deviation of the curves in (a).

3.5 Analysis

A sample set of 25 iterations for error concealment and localized concealment algorithms

on Sail image (due to randomness in loss for wireless scenarios) is represented in Fig.

3.9(a) with variations in packet loss probability. As seen from these simulations, the

quality of the error-concealed image is much better (approximately 6 − 8 dB improve-

ment) for all cases. The localized error concealment algorithm achieved higher quality

(approximately 2− 3 dB over the error concealment algorithm). Note that the improve-

ments in the PSNR values increased with increasing loss probabilities. The mean and

standard deviations of these curves are shown in Fig. 3.9(b). Note that the variation of

standard deviations was higher at lower packet losses and lower at higher packet losses.

An interesting aspect to observe from this graph is that the standard deviation of the

received signal is large when the packet losses are very small and reduces as the packet

loss percentages increase. This is rather tricky to understand. Consider an image with

a lot of low and high frequency detail. When the packet loss percentages are small, the

losses could occur in the smooth (low frequency) areas or in the high frequency areas. If

the loss occurs in the smooth areas, the PSNR value changes would be low considering

the neighboring blocks around the lossy area. If however, the packet losses occurred in
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Figure 3.10: (a) The variation of the quality of the extracted watermark with increasing
packet loss probabilities for the same sample set as in Fig. 3.9(a). (b) The mean and
standard deviation of the extracted watermark quality in (a).

the high frequency area, there would be a substantial decrease in the PSNR values. This

change increases the standard deviation when the losses are low. On the other hand,

when losses are high, both the low and the high frequency areas will be equally damaged

thereby maintaining low variation in the decrease of PSNR values. Therefore, over an

ensemble set of 25 values, this standard deviation of the received image PSNR decreases

as the packet losses increase.

Since four copies of the marker are embedded in the image/video frame, it can be

extracted with high quality even at higher loss probabilities of 0.4−0.6. The variation of

the watermark quality with the loss probability for the same sample set of 25 simulations

is plotted in Fig. 3.10(a). The mean and the standard deviations of the extracted

watermark quality are plotted in Fig. 3.10(b). Note that while the mean decreased,

the standard deviations increased non-linearly with increasing packet loss probabilities.

This suggests that the variation in the decrease in extracted watermark quality is non-

linear, i.e., the decrease in quality varies less at lower loss probabilities and changes more

at higher loss probabilities even with high robustness. It can be shown that finding

an optimum value of the scaling parameter, α, might compensate for this non-linear

variation.

53
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Figure 3.11: Results with two different values of α: (a) α = 1, and (b) α = 10 (an
extreme case).

3.5.1 Scaling Parameter Variation

The value of the scaling parameter α is changed to vary the strength of the embedded

watermark. The parameter α in this case defines the robustness of the watermark with

respect to channel errors. As α increases, it not only enhances the quality of the received

marker, but also makes the embedded watermark more visible thus reducing the quality

of the received image/frame. Hence, it is important to choose an optimum value of α

such that there is a balance between the quality of the received image/video frame and

the amount of the information embedded for the quality of the received watermark to be

high.

The results of the experiment with two different values of α can be seen in Fig. 3.11.

The Sail image in Fig. 3.11(a) is embedded with α value of 1 while that in Fig. 3.11(b)

is embedded with α value of 10 as an extreme case. The embedded signal content in

Fig. 3.11(b) increased multifold thus highly decreasing the quality of the frame.

The quality of the extracted watermark from the received image, however, has quality

variations (given by the PSNR values) that follow a different trend. Fig. 3.12 shows the

variation of the quality of the extracted watermark for packet loss probability = 0.09.

Note that the quality (PSNR) converges to a value of 32.11 dB in the case of Sail image.

The value of α at which this maximum is achieved, αthresh, can be defined as the smallest

α after which there is no substantial increase in the quality for increasing α. The value

of αthresh for the Sail image is 4.74.

Since increasing α would decrease the quality of the received image/video frame,

choosing α = αthresh would be a start in finding the best value of α that would maximize

the quality of the error concealed image. However, even at αthresh, we are not guaranteed
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Figure 3.12: Result of watermark quality variation with α for a sample packet loss
probability of 0.09. The plot also shows the convergence of watermark quality for higher
values of α.

a high quality of the received image. Here, the best value of α is found graphically

by plotting the quality variations of the received image and the extracted watermark

as a function of α and finding the point of intersection of these two curves based on

the assumption that the transmitter has a good estimate of the channel losses (this can

be achieved by either using the feedback from the receiver or expecting the channel

to follow a particular probabilistic distribution that closely approximates the real time

channel losses).

Fig. 3.13 shows this plot for the Sail image for a mean packet loss probability of 0.09.

As expected, the best value of α (the point of intersection, 4.19) lies below the value of

αthresh. Note that this value is not the best with regard to the host image quality or the

detected watermark quality. The value of αthresh gives the best overall error concealment

performance. For obtaining the highest host image quality by considering the trade-off

with regard to the detected watermark quality, the ”knee” of the curves in Fig. 3.13.

Also, since this value is close to αthresh, the non-linear marker quality fluctuations seen

in Fig. 3.10(b) are reduced if not eliminated.
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Figure 3.13: Comparison of extracted watermark quality with degrading frame quality
after watermark insertion.

3.5.2 Effects on Chrominance Components

For the case of color images/video, losses are simulated both in the RGB color space

and the YCbCr color space. In the latter case, even though the losses affecting all three

channels are considered, those that affect only the luminance channel are given higher

priority because most of the embedded information in the YCbCr (YUV in case of H.263)

color space is mainly concentrated in the luminance channel.

The result of the algorithm implementation on the Sail color image are shown in Fig.

3.14. The original color image is shown in Fig. 3.14(a), while Fig. 3.14(b) represents

the received image with errors due to wireless channel occurring in all three channels of

YCbCr color space (PSNRrec = 19.49). The error concealed image with PSNRerc = 26.60

and the localized scaled error concealed image with PSNRloc = 29.69 are shown in Figs.

3.14(c) and (d), respectively.

Here, the embedded color dithered watermark is in RGB color space and all three

channels are embedded into the luminance channel of the image. The watermark can also

be converted into YCbCr color space before it is embedded. This way, the implementation

of the algorithm at the receiver is much simpler. Besides, it helps in the compression of

data to be embedded. For example, instead of embedding the entire color information,

we can sub-sample the chrominance components and embed the 4:2:2 or 4:2:0 watermark
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(a) (b)

(c) (d)

Figure 3.14: (a) original color image, (b) received image with mean loss probability of
0.15 and variance 3% with loss occurring in all 3 channels (PSNR = 19.4923 dB), (c)
error concealed image using the data hiding algorithm (PSNR = 26.5968 dB), and (d)
localized error corrected image (PSNR = 29.6880 dB).

in the luminance channel of the original image/video frame. This proves to be effective

for codecs like H.263 where such kind of sub-sampling is usually adopted.

The extracted watermark quality difference between embedding the RGB channels

of the watermark and embedding the YCbCr channels is very little. This can be seen

from Fig. 3.15. The original color watermark, the extracted color watermark from the

received image (mean loss probability = 0.15, loss variance = 5%) when RGB channels

of the watermark are embedded (α = 5), and when YCbCr channels are embedded (α

= 5) are shown in Figs. 3.15(a), (b) and (c), respectively. In fact, the simplicity in the

implementation and compression are the only reasons that make embedding sub-sampled

chrominance components more appealing.

The quality of the extracted color watermark can be further improved if different α val-
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Figure 3.15: (a) original watermark color image, (b) received watermark for a mean loss
probability of 0.15 and variance 3% when RGB channels are embedded with α = 5, (c)
extracted watermark for the same loss when YCrCb channels (4:2:0) are embedded with
α = 5 , and (d) extracted watermark when YCrCb (4:2:0) channels are embedded with
αY = 3.75, αCb = 4.5, and αCr = 5. Note that (b), (c), and (d) are inverse half-toned
images.

Table 3.2: Performance comparison with PSNR (in dB).

Image Sun’s Salama’s Wang’s Park’s Li’s Ours

Lena 23.93 23.99 24.41 24.96 26.46 28.23
Pepper 22.19 23.69 24.06 24.48 27.25 29.47
Zelda 26.35 27.13 26.40 27.36 28.33 29.08
Baboon 17.46 18.98 19.02 17.42 - 21.92

ues are used to embed each of the Y, Cb, Cr channels independently. Fig. 3.15(d) shows

the extracted color watermark when the α values for luminance and the chrominance

components are 3.75, 4.5, and 5, respectively. In this case, a reasonable improvement is

seen in the quality of the extracted watermark when compared to Figs. 3.15(b) and (c).

The values of αY , αCb, and αCr are randomly chosen here and may not be optimum for

each of the individual channel’s reconstruction. However, better results are expected if

such kind of optimization for the color channel scale factor is performed.

3.5.3 Comparison with Other Techniques

Table. 3.2 shows the PSNR comparison of the proposed technique and the techniques

presented in [68]-[72] (obtained from [72]). Note that the proposed algorithm gives an

improvement of 1-3 dB over the existing error concealment techniques.

An alternate method to achieve high level of error concealment performance is to

transmit the low resolution version of the image/video frame as a encoded side informa-

tion [84]. The encoded bits of the low resolution image would be generated in the same

manner as proposed. They would comprise the side information and transmitted through
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the same channel instead of embedding them in the source. This approach yield results

that are comparable to the proposed technique. However, there are three problems with

this approach:

• Side information can be appended to the encoded video, but this addition incurs

higher transmission bandwidth. If however, the compression or encryption of the

video is increased to accommodate for the side information without increasing the

bandwidth, there would be an increase in computational complexity. This can be

clearly seen in Fig. 3.16. Data hiding provides a seamless alternative to achieve

this trade-off [85].

• Since the effects of the wireless channel are approximated by independent or burst

errors from packet losses, significant loss would occur in the low resolution reference.

Therefore, recovering the lost data of the high resolution image would be very

difficult if either the areas where the losses occur match or higher losses occur in

the zoomed up low resolution image.

• More often than not, the compressed mark embedded image requires more bits to

be encoded than the compressed original due to the higher entropy of the data

hiding process. However, the increase in the number of bits is very small. For

example, a Hockey video frame of size 240× 320 was 7899 bytes after compression,

while its marker was 1085 bytes. The mark embedded image was 8015 bytes after

compression. This implies that the transmission of side information bits would

require 969 bytes more (and therefore higher bandwidth) than the encoded data

hidden signal.

Simulations have been carried out for the case of transmitting the low resolution

image as a data hidden watermark (WEC) and as encoded side channel information

(ECSI) in wireless scenario. Fig. 3.17(a) gives the PSNR versus loss rate curves of the

two techniques. It can be seen that WEC performs better at higher loss rates (up to 3-4

dB improvement), while the performance of both techniques is comparable at lower loss

rates (up to about 0.2). Note that at very low packet loss probabilities (< 0.04), ECSI

tends to give a better performance. This may be due to the fact that the end result of
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0 0.1 0.2 0.3 0.4 0.5 0.6

15

20

25

30

35

40

Packet loss probabilities

P
S

N
R

 (
in

 d
B

)

WEC

ECSI 

0 0.1 0.2 0.3 0.4 0.5 0.6
25

26

27

28

29

30

31

32

Packet loss probabilities

P
S

N
R

 (
in

 d
B

)

WEC 

ECSI 

(a) (b)

Figure 3.17: PSNR vs. loss rate curves for the techniques of WEC and error concealment
using side information (ECSI) for the Sail image. (a) PSNR of the reconstructed image
and (b) PSNR of the retrieved low resolution images.
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the WEC suffers from minor data hiding defects, which are rarely visible. Fig. 3.17(b)

shows the variation in the PSNR values of the received low resolution reference images.

3.6 DPCM Bit Stream Embedding

We next look at a variation of the proposed WEC algorithm wherein the binary water-

mark is generated in a different manner from the previously considered halftoned, low

resolution version (obtained from the approximation coefficients from the 2D-DWT) of

the host image. In this WEC scheme, we consider the embedded watermarked reference

as the encoded energy content of the frame itself. A set of four 2D DCT coefficients of

each block are obtained in a 2 × 2 matrix format and encoded using DPCM. A spread

spectrum watermarking algorithm is used to embed the DPCM bit stream in the mid-

frequency range of the video frame. To reduce the encoder complexity and cater to the

feasibility issues, embedding operation is performed only in the intra-coded frames of

the video. The algorithm compares closely with the WEC algorithm that embed the

halftoned bits of the low resolution version of the video frame that we proposed earlier in

this chapter [86]. We now provide a detailed comparison between these two techniques

along with ECSI.

3.7 WEC for DPCM Encoded Child Image

The proposed scheme is divided into an embedding part and a retrieval part and each

part is explained separately.

3.7.1 The Embedding Part

The data hiding technique used here is again a modified version of Cox’s watermarking

algorithm [73]. The block diagram of the embedding algorithm is shown in Fig. 3.18. In

this technique, a block 2D DCT of a video frame is obtained and each block is quantized

using the JPEG quantizer. A set of four coefficients for each block (one DC and three

adjacent AC coefficients) is selected in a 2 × 2 matrix format. These coefficients are

DPCM encoded and the encoded bit stream is ordered into a binary block, which forms
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Figure 3.18: Block diagram of the embedding algorithm.

the 2D marker, mi, for the i-th key frame. One marker is used for each intra-coded

frame. An identifier is added at the end of DPCM code of each block for synchronization

and effective decoder operation.

The set of coefficients selected for embedding is based on the encoder embedding

capacity, compression quality factor, DPCM code length, and size of the marker required.

In our case, by using a 2 × 2 set of coefficients, the marker is of size m
2
× n

2
for a video

frame of size m× n, i.e., the marker is 1
4
-th the size of the video frame.

A unique zero mean unit variance random pseudo-noise image, pi, of size m
2
× n

2
is

generated with a known seed for each intra-coded frame of the video. For a generic i-th

key frame fi, of a video sequence, the embedding watermark wi is obtained by multiplying

mi with the pseudo-noise image pi.

The computed DCT coefficients of the luminance channel of the frame fi are denoted

as Fi. The watermark wi is then scaled by a factor α, and added to a set of these

coefficients starting at the initial frequencies of (∆1, ∆2). The resulting image Yi is

given by

Yi(K + ∆1, L + ∆2) = Fi(K + ∆1, L + ∆2) + α · wi(k, l) (3.12)

where k and l correspond to the pixel location in the spatial domain, and K and L

correspond to the coefficient location in the DCT domain. Here, Yi(·, ·), Fi(·, ·), and

wi(·, ·) represent the individual component values of matrices Yi, Fi, and wi, respectively.

Note that ∆1 ∈ [0, m
2
] and ∆2 ∈ [0, n

2
]. Yi is then inverse transformed, encoded and

transmitted.
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Figure 3.19: Block diagram of the retrieval algorithm.

3.7.2 The Retrieval Part

The block diagram of the retrieval technique is shown in Fig. 3.19. The DCT coefficients

of the luminance channel of the received frame yri, denoted by Yri, are computed as

Yri = DCT2(yri) (3.13)

where DCT2 represents the 2-D DCT operation.

These coefficients are then multiplied by the corresponding pseudo-noise image pi. It

is assumed that the receiver knows the seed for generating the pseudo-noise image and

the initial frequencies, (∆1, ∆2), where the mark was inserted. The binary marker is

extracted by taking the sign of the result of the multiplication. This is given as

mri(k, l) = sgn {Yri(K + ∆1, L + ∆2) · pi(k, l)} . (3.14)

where Yri(·, ·), pi(·, ·), and wri(·, ·) are the individual component values of matrices Yri,

pi, and the extracted marker mri, respectively. Note here that the values of mri greater

than 0 are assigned a value of 1 and those that are equal to or less than 0 are assigned

a value 0 to make the resulting image binary. Also note that the size of mri is m
2
× n

2
.

Furthermore, the right hand side of Eq. (3.14) is not averaged over the 4 pixel values as

we are not embedding 4 copies of the image.

The extracted data is lexicographically ordered into a single bit stream. Here, it is

assumed that the receiver is aware of the identifier code at the end of DPCM code of

each block. This assumption can be validated by using the eob (end of block) identifier
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in JPEG-like encoding. It can also be encoded, embedded, and transmitted along with

the child image. Since the identifier bits are embedded (in full frame DCT of the parent

image) before compression, this would not de-synchronize the existing eob of compression

code. The reference image is reconstructed by obtaining the inverse DPCM values and

using them as a 2× 2 set of coefficients of each block. Other AC coefficients are assumed

0 for each block. These block coefficients are inverse quantized and inverse block DCT

transformed to obtain the reference f̂i, which is used for error concealing the lossy parent

image.

3.7.3 Comparison of ECSI, WEC with DPCM, and WEC with

Halftoning

For a fixed packet loss probability, the bits required to compress the original video frame

are fewer than the bits required to compress the embedded frame. However, this difference

is small and therefore will not compensate for the bits required to compress or encode

the side information. This means that the transmission of halftone or DPCM bits as side

information would require more bits than the difference in compression of mark-embedded

and unmarked frames. Also, any additional computational complexity advantage that

ECSI has over WEC (since ECSI does not have to perform the embedding operation) is

nullified by the complexity of encoding the side information. This can be seen in Fig. 3.16.

Furthermore, since the side information bits are not as protected as the embedded bits,

transmission loss incurs more errors in the received reference image in case of ECSI than

WEC. If higher protection is given to the side information bits such that the performance

of ECSI is comparable to that of WEC at higher packet loss probabilities, then the

encoding complexity of ECSI increases. Therefore, WEC provides more optimal point in

the performance-complexity curve than ECSI. An extended analysis of these trade-offs

along with PSNR vs. loss rate curves is given in [86].

The advantages of using WEC with DPCM approach over WEC with halftoning are

as follows: Firstly, fewer number of bits are required to be embedded. As a comparison,

the number of bits required to embed the child image after halftoning are of the order of

36, 000 for an image of size 240×320. However, this is reduced to around 4, 000 in the case
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of DPCM bit stream embedding. In fact, this reduction allows us to embed the DPCM

bit stream of the parent image with its full resolution instead of using a low resolution

version as a reference. Secondly, the complexity of the transceivers are greatly reduced.

Not only are the DWT and halftone operations not required at the encoder, but also

the zooming and/or the inverse DWT operations in the receiver are not used. Instead,

JPEG-like operations such as quantization and DPCM encoding of DPCM coefficients

are used thus reducing the complexity of the codec. Thirdly, the performance of the

error concealment and the localized error concealment algorithms are much improved

over WEC with halftoning. This is because of two reasons: (1) the reference can be

extracted to higher quality than the halftoned version, and (2) since fewer bits are used,

α could be reduced and therefore the parent image would suffer from lesser watermarking

artifacts. And lastly, since the DPCM bit stream of the reference image is embedded, it

is more secure to outside attacks and transmission errors than just embedding halftone

bits.

3.8 Simulations with DPCM Bit Stream

The experiments were performed with a sample set of videos of a fixed size of 240 ×
320. The ns-2 simulator was used to generate the wireless transmission loss scenarios.

A Gilbert-Elliot loss model is used for generating the two-state Gaussian packet loss

distribution with a predefined mean and variance. To simplify the experiment, it is

assumed that: (1) single and 2-bit errors of successfully received packets were negligible,

and if the number of bit errors exceed 2, the packet is lost, (2) no re-transmissions occur,

(3) the loss probability is constant for a given channel bandwidth, and (4) packet size is

fixed at 1 macro block (MB) for a given video transmission.

The embedding operation is performed with α value of 3. At the receiver, the packet

loss areas are located and error concealed. In the discussion that follows, the frames

that are error concealed in this manner are referred to as EC frames. Since only a set

of coefficients are embedded, the reconstructed reference would not have high frequency

contents. Therefore, the lossy areas in the video frame which have been error concealed

would look smoother than the neighboring areas. For this reason, the high frequency
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(a) Original image (b) Received image (c) EC with halftoning (HTEC)

(d) LEC with halftoning (HTLEC) (e) EC with DPCM (DPEC) (f) LEC with DPCM (DPLEC)

Figure 3.20: The original image is shown in (a). The received image is obtained for a
mean packet loss probability of 0.15 and variance 2.5%. The PSNR values of the images
are: (b) 20.2943, (c) 27.3112, (d) 30.8620, (e) 28.8613, and (f) 33.1337. The value of α
used in both cases was 3.

Table 3.3: Algorithm performance in terms of PSNR (dB) for WEC with halftoning,
WEC with DPCM and ECSI.

Video HTEC HTLEC DPEC DPLEC ECSI
Foreman 25.83 29.52 27.31 30.77 29.13
News 26.42 29.89 27.95 31.06 28.68
Football 27.04 29.58 28.11 30.92 29.01
Flower 25.87 28.98 28.03 30.16 29.22
Hockey 25.35 29.44 27.39 31.27 29.08

content around a 16×16 pixel-area surrounding the loss are locally scaled to improve the

EC image’s perceptual quality. The frames that are processed in this fashion are referred

to as LEC (local-scaled error concealed) frames.

Fig. 3.20 shows the performance of the proposed algorithm and that of WEC with

halftoning. Figs. 3.20(a) and (b) show the original video frame and packet loss effected

received frame respectively. Figs. 3.20(c) and (d) show the error concealed and localized

error concealed frames obtained using WEC with halftone bit stream embedding, and

Figs. 3.20(e) and (f) show the error concealed and localized error concealed frames

obtained using WEC with DPCM bit stream embedding respectively.

Fig. 3.21 shows the plots of the PSNR vs. loss rate of the proposed algorithm along
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Figure 3.21: PSNR vs. loss rate curves of WEC with halftoning and WEC with DPCM
encoding.

with its comparison to WEC with halftone bits embedding. As observed from the figure,

both the EC and the LEC versions of the proposed algorithm perform better than WEC

with halftone bits embedding. A performance comparison of WEC with DPCM bit

stream embedding, WEC with halftone bits embedding, and ECSI is provided in Table.

3.3 for various videos. From the figures and the table, we can conclude that WEC with

DPCM bit stream embedding (in the LEC case) outperforms other techniques.

3.9 Adaptive α Modification

In this section, we propose an efficient implementation of the WEC approach where a

low-resolution version of a video frame is obtained and embedded in itself at the encoder

in the form of watermark data. At the receiver, the watermark is extracted and used

as a reference to identify and conceal any packet loss errors [86]. Here, a full-frame

DCT is used to embed the watermark in a pixel-wise 2 × 2 matrix format using spread

spectrum watermarking and a correlation-based detector is used to extract the embedded

watermark data. Furthermore, a predictive feedback loop is employed at the encoder to

estimate the watermark detection accuracy. A detector is added to the encoder and the

extracted watermark is predicted. Based on this prediction, the value of the scale factor
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α, that determines the strength of the embedded watermark, is modified such that the

bit error rate (BER) at the decoder is reduced. Since the encoded makes an “informed”

decision on the value of α, we call this informed watermark algorithm [87], [88].

We then propose two variations of this technique with the aim of reducing the per-

ceivable watermarking defects and BER of the detected watermark. In one variation, the

sign of the host coefficient is varied based on the sign of the spreading bits. Since we

choose mid-frequencies to embed the watermark, the bit-sign modification would make

little change to the host video frame. In the second variation, we consider the energy

of the embedded signal to be less than a prefixed threshold. This not only reduces the

entropy of the embedded signal but also simplifies the detection process.

3.10 Informed WEC Algorithm

In this alternative method for embedding the watermark, the strength of the embedded

watermark varied adaptively with the strength of coefficients in which the watermark

is embedded based on two aspects; the predicted detector efficiency and sign of the

watermark bit. The adaptivity brings in the concept of informed embedding where α is

incrementally increased to adapt with the predicted detectability of the watermark at

the decoder. This technique highly decreases not only the BER of watermark detection

but also the perceivable defects in the video introduced by the watermarking process.

Both the aspects of the method are explained in detail herein.

3.10.1 Predicted Watermark Detection

The embedder in this method has an in-built watermark detector which is connected in a

feedback loop to adapt to the strength of the embedded signal. The modified watermark

embedder is shown in Fig. 3.22. This allows the values of the scale factor α to vary in

incremental steps such that the probability of error in detecting the watermark at the

receiver is minimized.

The watermarked video frame, after being embedded with a small fixed value of α, is

passed on to the matched detector which predicts the value of the extracted watermark.

If the embedded watermark bit is extracted correctly, then the value of α is fixed for that
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Figure 3.22: Feedback-based watermark embedding model.

bit. However, if the embedded bit is extracted incorrectly, the value of α is increased

to a higher value (the next step) and the process is repeated till the watermarked bit

is extracted correctly. When it is correctly extracted, the value of α is fixed for that

coefficient.

Mathematically, Eq. (3.3) can be modified for the obtaining the embedding equation

for the informed watermarking algorithm, and is given by:

Yi(k + ∆1, l + ∆2) = Fi(k + ∆1, l + ∆2) + αi(k, l) · w̃i(k, l) (3.15)

where αi(k, l) is the (k, l)-th element of αi, an m
2
× n

2
scale factor matrix for the i-th

frame. Eq. (3.15) can be alternately written in a matrix form as:

Yi = Fi + αi · w̃i (3.16)

where w̃i is defined as in Eq. (3.2).

For the i-th frame, let αi represent the constant α value in case of non-informed wa-

termarking, and let αi,av represent the average α value in case of informed watermarking

algorithm. αi,av is given by

αi,av =
4

mn

m/2∑

k=1

n/2∑

l=1

αi(k, l). (3.17)
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We next state a lemma defining the relation between αi,av and αi.

Lemma 1. Given that the probability of error in the detection of the watermark is

constant, the average value of the scale factor αi(k, l) in case of informed watermarking

scheme is always less than or equal to the constant αi value in case of non-informed

watermarking scheme for any generic i-th frame in a video sequence, i.e. αi,av ≤ αi ∀i.

Proof. The proof of the lemma is based on an assumption that is validated by

the empirical data obtained from rigorous experimentation. The experiments initialized

αi(k, l) to a low value for the informed watermarking scheme. The data obtained in all

cases showed that 93-95% of the bits were correctly detected with this low “optimum”

value of αi(k, l), say αi,low. Therefore, the adaptive change of αi was performed only

in the remaining 5-7% of bits. However, for the non-informed watermarking scheme, αi

was kept constant at a higher value (≈ 2αi,low) to obtain the same BER. Based on these

results, we deduce that the 93% of αi(k, l) values are the same. This proves that the

matrix αi is rank deficient.

Now consider the average of this rank deficient matrix. The parameter αi,av in Eq.

(3.17) could be rewritten as

αi,av = 0.93αi,low + 0.07αi,ad, (3.18)

where αi,ad comprise the adaptively varying α values. The first term in Eq. (3.18) is less

than αi,low. The second term is a product of αi,ad with a small fraction. This implies

that even for very high values of αi,ad (approximately 14 times αi,low), the second term

is less than αi,low. Typical high values of αi,ad go up to 4-5 times αi,low. Since both the

terms are less than αi,low, αi,av < 2αi,low, and so αi,av ≤ αi.

From the lemma, we deduce that the entropy of the embedded signal in case of

informed watermarking is lesser than the entropy of the embedded signal when a constant

αi is used. This reduction in entropy implies that we reach a point closer to optimum in

the rate-distortion trade-off and therefore a reduction in any perceivable watermarking

distortions in the host video frame.

Let us now remove the constraint of keeping BER constant. The error in the detected
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watermark for the i-th frame, ei,w can be measured as:

ei,w = |m̂i −mi| = ei,p + ei,d (3.19)

where ei,p is the error due to post-processing operations like inverse-DWT, zooming, etc.

and ei,d is the error due to watermark detection. Since, we are more concerned with the

watermark detection error (BER), we specifically define ei,d as:

ei,d = |w̃ri − w̃i| (3.20)

where w̃ri and w̃i are the extracted and the embedded watermarks respectively. Since

both w̃ri and w̃i are binary, the error is either 0 (when w̃ri(k, l) and w̃i(k, l) match) or

1 (when w̃ri(k, l) and w̃i(k, l) do not match). When ei,d(k, l) is 1, the switch in Fig.

3.22 is turned on, and a higher value of αi(k, l) is chosen such that the embedded bits

are accurately detected. Thus, the informed watermarking algorithm reduces the BER

during the watermark detection process.

The efficiency and the complexity of the αi(k, l) selection process depends on the

proper selection of the initial value of αi(k, l) for each coefficient. This value is decided

based on the strength of each individual coefficient. As will be discussed in Section 5.2.2,

a good, close-to-optimum value of αi(k, l) for a coefficient is obtained by an inverse rela-

tionship with its strength. This value empirically proved to be optimum for minimizing

BER (extracting the embedded watermark correctly) in most of the embedded bits and

a near-optimum in others.

3.10.2 Advantages and Disadvantages

The advantages of this informed WEC technique over the other WEC techniques dis-

cussed earlier are threefold: (1) As seen before, the perceivable watermarking defects are

negligible due to adaptive scaling of the strength of the embedded bits, (2) the BER val-

ues are much less in the informed technique when compared to the non-informed WEC

methods, and (3) a higher level of compression can be achieved at the codec as the en-

tropy of the embedded video frame is not as high in case of the informed WEC technique.
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Figure 3.23: Illustration of watermark embedding for bit b = +1 with bit-sign adaptivity.

As seen from lemma, the informed WEC requires smaller αi, which implies reduction in

the modification of the host coefficients. However, one of the conceivable disadvantages

of this technique would be that the complexity of the embedding module will be slightly

higher. This nonetheless is more than compensated by the increase in performance at

the receiver.

3.10.3 Watermark Bit-Sign Adaptivity

In this variation, the watermark is embedded by adapting the host frame coefficient

with the sign of the pseudo-random number. The watermark bit of +1, for example, is

embedded by modifying the sign of the coefficient to be in accordance with the sign of

pi(k, l). This could be alternatively considered as a form of multiplicative embedding

since the embedded frame Yi is obtained by multiplying the host frame Fi with the sign

of embedded bit and that of the pseudo-noise image:

Yi(k + ∆1, l + ∆2) = Fi(k + ∆1, l + ∆2) · (αi(k, l) · w̃i(k, l))

= Fi(k + ∆1, l + ∆2) · (αi(k, l) · b · pi(k, l)). (3.21)

This technique has some unique features that make it appealing for implementation.

Apart from working in tandem with the feedback-based informed WEC algorithm, it

reduces the parent frame distortion since once the watermark is detected, it can be

removed from the host frame by simply multiplying the pseudo-noise matrix with the

embedded coefficients. Furthermore, the detection of the embedded bits can be performed

based on comparison between the embedded coefficients and the host coefficients at the

encoder.
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The variation of αi can again be adjusted to reduce the amount to which the host

coefficient set is modified. Along with the informed feedback, if pi(k, l) and the host

coefficients differ substantially, then αi(k, l) can be reduced to accommodate for the

increased modifications. However, since in this technique a minimal set of host coefficients

is chosen for modification based on the bit-sign difference, the perceivable watermarking

artifacts are minimum.

3.10.4 Watermark Energy Thresholding

In this variation, watermark embedding and extraction is performed based on a pre-fixed

threshold for the “energy” in the embedded host coefficients. This is implemented also

by considering the sign of the watermark bit. Let the threshold for the energy be T .

Then, the criterion for embedding and extraction is:

b =





+1 if Eb > T,

−1 if Eb ≤ T,
(3.22)

where Eb is the energy in the host coefficients that embed the bit b:

Eb =
2k∑

k′=2k−1

2l∑

l′=2l−1

Fi(k
′ + ∆1, l

′ + ∆2) · pi(k
′, l′) (3.23)

Note that the term Eb is not energy of the host coefficients in the true sense. How-

ever, it describes the summation of product of signals and is considered here to be a

representation of energy. This is explained further in Section 5.2 to be similar to the

noise term, and hence minimization of this term is useful.

This technique has a reduction in not only the encoder/decoder complexity but also

in the entropy of the embedded coefficients because of its energy-aware embedding and

extraction scheme. As seen from Eq. (3.22), the efficiency of this technique depends on

the choice of the threshold T . In our experiments, we chose T = 0 and used bit-sign

adaptivity for the sake of simplicity. Also note that sign of b is a significant factor in

dictating the value of Eb.
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(a) foreman @ 40 Kbps (b) Received frame (c) EC frame

(d) LEC frame (e) Informed LEC (f) Bit-sign LEC

Figure 3.24: The results for the 36-th frame of the Foreman video in CIF resolution
compressed to 120 Kbps. The original frame is shown in (a). The received frame is
obtained for a mean packet loss probability of 0.12% and variance 0.02%. The PSNR
values of the corresponding frames are: (b) 14.2643, (c) 27.6259, (d) 32.4590, (e) 35.9269,
and (f) 36.2476. The value of α used in non-informed case was 0.6.

3.11 Simulations with Informed WEC

A sample set of CIF resolution (288 × 352) videos is considered for simulation and the

watermark is inserted in the central AC frequencies of the full frame DCT. The ns-

2 simulator is used to generate packet losses with a two-state Gilbert-Elliot Gaussian

packet loss model with predefined mean and variance. The packet size was fixed at

a macro block (MB) size for a given video transmission and no retransmissions were

allowed.

Fig. 3.24 shows the performance of WEC on the Foreman video sequence. The value

of α was fixed at 0.6 for the non-informed WEC case. Fig. 3.24(b) shows the lossy

received frame while Fig. 3.24(c) and (d) show the error concealed (EC) amd locally-

scaled error concealed (LEC) frames. Since the watermark is a low resolution version,

most of the high frequency information is not retained. Therefore, the reference frame

looks “smooth” and the EC frame is “patchy”. This effect is reduced if the EC frame

is locally-scaled based on the neighboring luminance values. We call the resulting frame

as locally-scaled error concealed (LEC) frame. Fig. 3.24(e) shows the LEC frame with
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informed WEC and Fig. 3.24(f) represents the LEC frame with bit-sign adaptivity. Here,

it should be noted that the bit-sign variation is used on top of informed WEC. In this

case, the energy thresholding technique (not shown here due to space restriction) is also

performed over informed WEC and resulted in a PSNR= 35.9177 dB.

Table 3.4 shows the performance of the proposed algorithms over various video se-

quences. As seen, for all the cases except the Flower and the Highway sequences, the

bit-sign adaptive informed WEC gave higher PSNR values of approximately 3 dB over

the non-informed WEC technique. In the case of the Flower sequence, the energy thresh-

old scheme gave higher PSNR value. We suspect that this is due to the high frequency

content in the video.

3.12 Summary

The watermarking technique employed for error concealment is efficiently implemented

to protect the low-low wavelet coefficients of the frame from transmission errors by em-

bedding multiple scaled copies of these coefficients in the frame itself. A localized scaling

error concealment technique is implemented for improving the perceptual quality of the

video frames affected with packet losses. Simulation results with analysis have been pre-

sented for various loss rates. Wired to wireless and gray scale to color extensions to the

proposed algorithm are presented.

A novel WEC algorithm for video communications is developed where a 2× 2 set of

compact energy coefficients of a video frame are DPCM encoded and embedded into itself

using spread spectrum watermarking. The performance of this algorithm is compared to

WEC with halftoning and ECSI transmission of DPCM bit stream.

We further presented an informed watermarking algorithm for the application of video

error concealment. This WEC approach used full frame DCT to embed a low resolution

version of the video frame in itself. The extracted watermark was used for error concealing

the lossy received video frame. The algorithm employed a feedback loop to predict

beforehand the values of the extracted watermark bits, thereby reducing the overall

BER of the detected watermark at the receiver. Bit-sign coefficient modifications and

entropy minimization variations were also presented. Based on the obtained results, we
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conclude that the informed watermarking algorithm gave better performance not only

in terms of higher PSNR values but also in terms of reduced BER values. The bit-sign

variation proved to reduce the perceivable defects introduced by watermarking process,

while the energy localization variation provided a more optimal bit rate-distortion trade-

off compared to the non-informed WEC method.

A possible future direction would be to identify the areas in the image/video frame

where there is a little or no motion and embed the watermark in these areas. This might

prove to be useful since viewers often tend to focus on the areas that contain high motion.

Another possible future direction would be to devise a watermarking technique that is

robust for this application. Spread spectrum watermarking was considered here as a proof

of concept due to its ease of implementation in DCT domain. However, it is not ideal for

this application due to its large spreading gain and higher entropy. Quantization based

watermarking may be an alternative. Ideally, a robust watermarking technique that is

targeted for error control applications needs to be developed.
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Chapter 4

Watermarked Video Attributes and

Implementations

In this chapter, various implementations of WEC algorithms for video are discussed. The

implementations could be broadly classified into three different categories, (1) embedding

spatial and temporal watermark data in spatial domain, (2) embedding in the temporal

domain, and (3) a combined spatio-temporal domain embedding. In the first category,

watermark is derived from both spatial and temporal data, i.e., spatial information of the

video is derived from the frame and embedded in the frame itself, and motion information

of the predicted and bi-directional predicted frames are embedded in the frame. In both

these techniques, embedding is performed using the techniques defined in Chapter 3. In

the first case, the spatial watermark is generated in one of the two ways: low resolution

version of the current I-frame embedded in itself, and the low resolution version of the

subsequent P-frames embedded in the current I-frame. All these techniques will be de-

scribed in this chapter. Note that though there are other error concealment techniques in

literature for low bit rate video transmission [5], [89]-[94], the proposed WEC techniques

give a better performance and are a logical extensions to Chapter 3.

There are several methods in which the algorithms of Chapter 3 can be extended to

video. Due to the facts that the algorithms can be implemented on a frame-by-frame

basis and the effects of watermarking on motion vectors is minimal (shown later), this

algorithm can be employed in almost all of the currently existing video communication
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codecs like MPEG-x or H.26x codecs1. However, implementing the algorithm on a frame-

by-frame basis is not only practically not viable (even though it gives very high PSNR

values after reconstruction) as it increases the pre- and post-processing complexity of

the video transceivers but also not required as it is possible to hide a lot of information

in the video signal without making it noticeable. However, for effectively embedding

the watermark spatially in just the key frames, we first need to estimate the effects of

watermark embedding on the motion vector information. These effects are identified and

analyzed in the next section.

4.1 Effects on Motion Information

We need to consider a trade-off issue with regard to a reduction in the pre- and post-

processing complexity against the loss of some efficiency in the error concealment that is

provided by the algorithms. We can achieve this trade-off in two ways. The first method

deals with spatially embedding the motion information in the DCT domain (which in

turn can be implemented in two ways as discussed later in Section 4.3), while the second

method involves temporal embedding of spatial information in the motion vectors. The

second method is described in Section 4.4.

In the first method, we exploit the motion vector information of the video [95]. As can

be seen from Fig. 4.1, the effect of embedding the watermark in consecutive frames does

not cause noticeable differences to the motion vectors. Previous work also suggests that

any small effects that this process creates can be used to enhance the error concealment at

the receiver by coding and transmitting these differences [96]. Hence, we can embed the

low resolution versions of the I-frames inside themselves with little change in the motion

vector information of the P- and the B-frames provided the P-frames are embedded in

themselves.

The effects of the halftone WEC algorithm on motion vectors can be seen in Fig. 4.1.

The original k-th and (k+1)-th frames of the Table tennis video are shown in Fig. 4.1(a)

and (b), respectively. Fig. 4.1(c) shows the original motion vectors between these two

frames, and Fig. 4.1(d) shows the effect of watermarking on the motion vectors when the

1Implementation in H.263 is much more straight forward based on the fact that the algorithm can
be extended to work for YUV (4:2:2) and (4:2:0) color video frames.
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Figure 4.1: (a) Original k-th frame of table tennis sequence, (b) original (k+1)-th frame,
(c) motion vectors between the above frames, (d) motion vectors when the watermark is
embedded in only the k-th frame, (e) motion vectors when the watermark is embedded
in both the frames, and (f) difference in motion vectors for (c) and (e).

watermark is embedded only in the k-th frame. Note that these effects are seen in the

areas (mid-frequency range of the frame) where the watermark is embedded, specifically

in the area of the table in this case. Fig. 4.1(e) shows the effects of watermarking on

motion vectors when the watermark is embedded in both frames. This figure shows that

embedding in both frames removes the effects of data hiding on motion vectors. Fig.

4.1(f) shows the difference between Figs. 4.1(c) and (e).

The effects on motion vectors may lead to the misconception that we may not be able

to embed a watermark in just key frames (I-frames) unless the P-frame already has its

own watermark embedded inside it. This however, is not true. Based on the detector

operation from Chapter 3, it should be noted that the watermark retrieval process just

reads the watermark from the reconstructed image (instead of removing it from the host

image) thereby leaving the watermark in the host frames. In fact, this is one of the

primary reasons we would want the scale factor α to be at an optimum value so as to

minimize the watermarking defects in the host frame. Therefore, if we transmit the

modified motion vectors (the ones in Fig. 4.1(d) instead of Fig. 4.1(c) or (e)), we can
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reconstruct the predicted frames without any motion related errors, even when only the

I-frames have the watermarks embedded. This leads to a more optimal point in the

complexity-performance trade-off.

4.2 Spatial Embedding of Spatial Information

As explained in Section 4.1, there are two ways of spatially implementing the WEC

algorithms: embedding the watermarks generated from the current I-frame in the I-

frame itself, and embedding the watermarks generated from the subsequent P-frames in

the current I-frame. In the second case, we can have a recursive implementation (looping)

where the P-frames that were used to generate the watermark would have the subsequent

P-frame embedded in them. Each of these is discussed further on in greater detail.

4.2.1 Intra-Coded Frame Embedding in Itself

The block diagram of the embedding process in MPEG-x and ITU-T H.26x encoders is

simplified and shown in Fig. 4.2 with the WEC implementation represented on top of the

conventional encoder and the decoder. The encoder and the decoder operation shown in

Fig. 4.2(a) and (b) are specific to H.264 reference implementation [97]-[100].2

The WEC algorithm implemented in the codecs is that of embedding a reference of

I-frame as a watermark inside the I-frame itself. The WEC block in Fig. 4.2(a) represents

the watermark generation process using DPCM encoded bitstream discussed in Chapter

3 along with spread spectrum based informed watermarking embedding process. The I-

in I- frame WEC block in Fig. 4.3(b) represents the error concealment process similar

to the one shown in Fig. 3.19. Note also that the block diagrams represent a codec

independent operation, because the implementation of the WEC algorithm is performed

as preprocessing and post processing steps in Figs. 4.2(a) and (b), respectively.

We can observe that the WEC algorithm is implemented after the frame is recon-

structed from the decoded intra-predicted blocks and in the case of H.264, before the

looping deblocking filter. This is done to reduce or remove any blocking artifacts that

2The encoder and the decoder operation of H.264 is in accordance with the basic structure of MC-
DCT implemented in MPEG-x codecs. In fact, if we exclude the loop (deblocking) filter from the block
structures, the resulting operation is similar to that of MPEG-4 [97], [98].
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Figure 4.2: Block diagram of the (a) embedding process and (b) extraction process and
WEC implementation for embedding Intra-coded frame reference in itself in H.264 and
MPEG-4 codecs.
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occur during the error concealment process. Also, the deblocking filter used in H.264

modifies the frame such that the embedded watermark could not be recovered with as

low BER as that when it was extracted before the deblocking process.

It should be pointed out that this I-frame in the I-frame WEC algorithm can only

conceal the spatial errors introduced during the transmission, while the temporal errors

continue to be present. Also with this kind of operation, any residual errors that are

present in the error concealed I-frame are propagated through the GOP. These temporal

errors in the video can be reduced and the error propagation can be easily mitigated by

the following simple modification to the I-frame in the I-frame WEC technique.

4.2.2 Embedding Predicted Frame in Intra-Coded Frame

Instead of embedding the I-frames in themselves, we embed the low resolution version

of the subsequent P-frame in the current I-frame. This not only enhances the error

concealment at the receiver for the current and subsequent P- and B-frames, but also

preserves the motion information by giving a reference for the predicted information.

For enhanced error concealment in P- and B-frames, their motion vectors can also be

embedded along with the low resolution versions of the frames. This technique also

mitigates error propagation by error concealing every third frame, thereby creating a

high quality reference (both past and future) for the reconstruction of the intermediate

B-frames.

The block diagram of the WEC implementation for embedding the subsequent P-

frame reference watermark in the current I-frame in conventional codecs is represented

in Fig. 4.3. Fig. 4.3(a) shows the codec independent encoder side WEC algorithm

implementation. Here, the WEC block includes the watermark generation from the every

subsequent 3-rd frame and embedding in the current frame using the same algorithms as

discussed in Section 3.10.

Fig. 4.3(b) shows the P-frame in the I-frame WEC algorithm implementation at the

decoder side. The operation of error concealment here is a little trickier than in the case of

I-frame in the I-frame WEC algorithm implementation. The watermark is extracted from

the previously received, reconstructed, and stored third past frame. Since the extracted

watermark is that of the current frame, it is then used for error concealment, which
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is represented by the P- in I- WEC block in Fig. 4.3(b). An implementation issue is

synchronization of the third previous frame reference to be stored and extracted for the

error concealment of the current frame. However, this is taken care of the conventional

MC-DCT decoder where the order of encoding and decoding is fixed to {I,P,B,B,P,B,B...}
rather than {I,B,B,P,B,B,P...}.

Apart from the one described in the previous section, there is another reason for

introducing the P-frame in the I-frame embedding. The research on visual perception

and psychophysical analysis has shown that the subjects consistently rated the constant

quality videos higher than the varying quality videos [101], [102]. This means that even

though the displayed videos over time had a lesser quality than the maximum achievable

quality, but had their quality at a relatively constant level, the subjects preferred these

videos to the ones which had variation in quality, even though the quality over time

sometimes achieved the maximum achievable quality. For a perceptual evaluation of

the quality of a video, PSNR is not a good metric. However, for the lack of a better

perceptual measure alternative, we use PSNR for the current analysis.

4.3 Spatial Embedding of Temporal Information

Since the quality of the video is more sensitive to the channel losses that occur on motion

information, watermarking acts as a motion vector information recovery tool rather than

an alternate way of transmitting the motion vector information. Typically in conventional

low bit rate video codecs, the motion compensated error residual (MCER) is encoded

and transmitted along with the compressed video data, while the motion vectors are

encoded and transmitted as side information. Since the side information is equally prone

to channel losses, the encoded motion vector information is not entirely received at the

decoder. WEC in this case can provide most of the lost motion information in predicting

the P- and B-frames.

The techniques used for spatial embedding are similar to the ones mentioned in the

previous section. The temporal information however, is derived from the x and y com-

ponents of the motion vectors and their predicted difference. The temporal predicted

motion vectors are derived from the conventional block matching algorithm that is typi-
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cally used in the standard MC-DCT based codecs.

Consider the motion vector encoding in the conventional block-based motion esti-

mation algorithms similar to the ones implemented in the video codecs like MPEG-1,

MPEG-2 and H.263 [103]. We employ here a full-search block matching motion esti-

mation algorithm that minimizes the mean squared error (MSE) function between the

candidate block of size N × N in the predicted frame over the corresponding reference

block in the current frame.

Each macroblock (or sub-macroblock) has a set of motion vectors associated with

it. This set varies if the macroblock belonged to a predicted frame or a bi-directional

prediction frame. The set of motion vectors can be represented as MV [t][s](i) with the

two temporal (forward and backward), two spatial directions (horizontal and vertical),

and two displacement precisions (full pixel and half pixel). Here, t and s represent the

temporal and the spatial components of the motion vectors, respectively for the i-th

macroblock. Typically, t = 0 for forward motion vector, t = 1 for backward motion

vector, s = 0 for horizontal component, and s = 1 for vertical motion vector component.

Note that while for the B-frame, t can be either 0 or 1, t is always 0 for P-frames.

In conventional encoders like MPEG-x or H.26x, due to high correlation between

motion vectors of neighboring blocks, they are encoded using DPCM. The predicted

motion vectors are defined as:

PMV [t][s](i) =





0 i = 0 (start of a slice),

MV[t][s](i-1) otherwise.
(4.1)

The motion vector difference for the i-th macroblock is MV D[t][s](i) = MV [t][s](i) −
PMV [t][s](i) is then encoded using variable length codes (VLCs) and transmitted [100].

However, in our case, for each macroblock, we have a set of four values, the forward

and backward motion vector information, and the x and y components of each of the

motion vector. We use DPCM encoding as defined in Chapter 3 for encoding these four

values. The code is then block ordered. A typical size of this block-ordered matrix

is about 6 × 6 for a 16 × 16 macroblock. The watermark is formed by concatenating

these block ordered matrices of all the macroblocks. It is embedded using the informed

watermarking scheme described in Chapter 3. Note that the size of the watermark is
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just a fraction of the size of the watermark we used for embedding in the case of spatial

information.

As in the case of losses occurring during the transmission of side information, any

bit errors that occur during the detection of the embedded watermark might lead to

noticeable defects in the case of motion vectors. However, neither the channel losses

nor the effects of these losses will deteriorate the quality of the extracted watermark

and therefore, almost all of the motion vector information could be extracted error free.

This motion information could then be used as a reference to recover the lost motion

information during the transmission of the side information.

The error concealment of motion information could be performed in one of the two

ways: (1) The extracted watermark can serve as a reference for concealing the errors that

occur during the transmission of motion vectors, i.e., the lost or erroneously decoded mo-

tion vectors could be corrected using the watermark, and these corrected motion vectors

could be used to predict the P- and B-frames, or (2) the extracted watermark could be

used to predict a P- or a B-frame simultaneously, which will act as a spatial reference for

the predicted frames reconstructed using the lossy motion vector information. Although

both these techniques perform well with respect to motion vector error concealment, the

latter one is computationally more complex than the former, and for this reason, it is a

less preferred option.

4.4 Temporal Embedding

In the second method to achieve the processing-efficiency trade-off, we can embed the

non I-frames in the motion vectors itself. Previous work suggests that an arbitrary one-

dimensional signal can be embedded into the motion vectors of a video and recovered at

the receiver without much loss [104]. This can be adapted to the proposed algorithm such

that the watermark can now be embedded into the motion vectors and can be recovered

without much loss. To reduce the coding overhead in this case, we can now embed every

alternate P-frame (instead of every P-frame) in the motion vectors that correspond to the

frame. These techniques have not yet been explored completely. We plan to investigate

them in greater detail in the near future.
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4.5 Volume Embedding using 3D-DCT

A combined spatio-temporal approach is explored here where the watermark data is

embedded in the three-dimensional DCT coefficients of the source video. Three variations

are used in mark generation and embedding procedures. The first technique employs

conventional spread-spectrum embedding in volume data and the second one uses its

multiplicative variant. Both these techniques embed the watermark as an 8-bit reference.

The third technique modifies the second to least significant bit (LSB) for embedding the

watermark bit. We first give a brief explanation of the 3D-DCT coefficients and its

properties and then delve into each of these algorithms.

4.5.1 3D-DCT

If the frame resolution is considered to be m× n, as considered in Chapter 3, and if the

number of frames being considered for embedding is q (in the temporal dimension), we

have a volume coefficient set of m× n× q. Note that this cuboid with dimensions m, n,

and q turns into a cube if m = n = q and into a Euler brick if m > n > q. In our case,

it is simpler to consider it as q number of m× n planes since q takes integer values. We

calculate the forward and backward 3D-DCT of this cuboid using the following separable

transform equations [105]:

S(u, v, r) = γ(u, v, r)

q−1∑
t=0

n−1∑
y=0

m−1∑
x=0

s(x, y, t) cos(θ1) cos(θ2) cos(θ3), (4.2)

and

s(x, y, t) =

q−1∑
r=0

n−1∑
v=0

m−1∑
u=0

γ(u, v, r)S(u, v, r) cos(θ1) cos(θ2) cos(θ3), (4.3)

where

γ(u, v, r) =

√[
(

2

m
)(

2

n
)(

2

q
)

]
C(u)C(v)C(r), (4.4)

θ1 =
(2x + 1)uπ

2m
, θ2 =

(2y + 1)vπ

2n
, θ3 =

(2z + 1)rπ

2q
, (4.5)
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and

C(k) =





1√
2

if k = 0,

1 otherwise.
(4.6)

S(u, v, r) is the corresponding cuboid DCT coefficient of s(x, y, t) in the pixel domain

where s(x, y) is the pixel location in frame t and t ∈ [0, q− 1]. Note that here x, u ∈ Zm,

y, v ∈ Zn, and t, r ∈ Zq, where Z is the set of positive integers. Thus, we can further

divide the DCT cuboid into q planes each of size m × n. Extrapolating the properties

of 2D-DCT in the third dimension, we obtain important features that make 3D-DCT

attractive for watermark embedding [105]. These include dimensional separability, DCT

energy concentration in a specific area, and motion information categorization in the

later m× n blocks (for higher values of q).

4.5.2 8-Bit Reference Data

The energy distribution in the 3D-DCT coefficients in the cuboid is concentrated in the

first “quadrant”, i.e., in the region of (u, v, r) where u ∈ [0, m
2
− 1], v ∈ [0, n

2
− 1], and

r ∈ [0, q
2
− 1]. Therefore, it is feasible to embed huge amount of data in this volume set

without introducing any perceivable watermarking defects. We hence choose to embed

an 8-bit reference image as watermark.

The reference image is a low resolution version of the reference frame, typically 1
16

-th

its size, and is generated by considering a scaled version of the approximation coefficients

of its two-level 2D-DWT. The luminance information of each pixel in the reference image

is encoded in 8 bits (0, 255). The most significant bit (MSB) is extracted from the 8-bit

code of each pixel and a binary image of size m
4
× n

4
is formed. Similar binary images are

formed with the LSB and all other significant bits. Eight such binary reference images

are generated and embedded into m× n planes with r ∈ [0, 7].

Embedding this kind of a watermark aids us in two ways: (1) the quality of extracted

watermark is very high and therefore the reference will provide higher reconstruction

capabilities [106], [107], and (2) complexity of the pre- and post-processing algorithms is

reduced due to removal of half-tone and inverse half-tone processes. Furthermore, this

choice also enables advantages of (1) using additional compression for the reference in

the chrominance domain, and (2) providing reference for inter-coded motion information.
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Figure 4.4: The embedding technique.

4.5.3 Embedding in Spatio-Temporal Cuboid

Either the intra-coded frame or one or some of the inter-coded frames can be chosen as

the reference frame, as described in the previous subsections. The reference image is the

low resolution version of the reference frame. A set of 8 frames is considered for reference

embedding. Embedding operation is performed once every group of pictures (GOP). A

GOP value of 12 is considered for MPEG-4 and H.264 when the frame rate is 24 fps and

a value of 15 when the frame rate is 30 fps.

An 8-bit reference is generated as described in the previous subsection and embedded

in the cuboid for q = 8. The embedding process is similar to the modified Cox’s algorithm

described in Chapter 3. Eight binary images of the gray-scale watermark are embedded

in the volume data, one image in each plane of size m× n with r ∈ [0, 7], such that the

binary image generated using the MSBs of the encoded luminance reference is embedded

in the plane with r = 0 and so on as illustrated in Fig. 4.4. The binary image generated

using the LSBs of the encoded luminance reference is therefore embedded in the plane

for r = 7. Note here that the plane with r = 0 corresponds to the DCT coefficients of the

intra-coded frame, and every third plane (r = 3, 6) to those of the predictive inter-coded

frame.

We use three different ways to embed the 8 binary images in the GOP. The first

two are variants of the modified Cox’s algorithms and given by Eqs. (4.7) and (4.8),

respectively. Note that αi could again be varied based on the strength of each coefficient

and the detector performance as in case of the informed watermarking scheme.
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First : Yr(k + ∆1, l + ∆2) = Fr(k + ∆1, l + ∆2) + αr · w̃j(k, l) (4.7)

Second : Yr(k + ∆1, l + ∆2) = Fr(k + ∆1, l + ∆2)(αr · w̃j(k, l)) (4.8)

where r ∈ [0, GOP] and j ∈ [0, q−1]. As mentioned earlier, r is chosen in [0, q−1] for our

experimentation. However, there is no constraint on choosing r in the range [0, GOP].

The initial frequency set (∆1, ∆2) is again chosen to be the mid frequencies of Fr to

minimize the perceptual watermarking distortions in the host frame while maintaining

robustness to compression. The watermark w̃j is the binary reference image formed by:

w̃j = w̆j. ∗ pr, (4.9)

where w̆j is the pixel repeated binary image formed by j-th significant bit of the 8-

bits per pixel (bpp) encoded luminance information of the reference frame and pr is the

pseudo-noise random image. Note that both b̃j and pr are of size m
2
× n

2
.

Fig. 4.5 shows an example of the embedded frame using the first method for the

58-th frame of the Coastguard video sequence. Fig. 4.5(a) shows the original frame

without embedding and Fig. 4.5(b) shows the watermark-embedded frame. It can be

seen that there are no perceivable watermarking defects in Fig. 4.5(b). The mean PSNR

of the luminance channel (Y-PSNR) of the embedded video sequence is 85.7518 dB. The

watermark is extracted using a correlation-based detector as explained in Chapter 3. The

original and the extracted watermarks are shown in Fig. 4.6.

Figs. 4.7(a) and (b) show the extracted watermarks using the first and the second

techniques, respectively, for comparison. Both watermarks correspond to the same em-

bedded reference frame. The PSNRs of the extracted watermarks are 78.4958 dB and

72.6311 dB, respectively.

The third technique differs substantially from the first and the second methods. In

the third technique, we modify one of the bits in the 8-bpp encoded 3D-DCT coefficients.

The selection of this bit is dependent on the trade-off between the quality of the extracted

watermark, the perceptual distortion created in the host frame, and the robustness of the

embedded watermark to channel errors. Based on our application of error concealment,
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(a) (b)

Figure 4.5: (a) The 58-th frame of the Coastguard sequence before watermark embedding,
and (b) after watermark embedding.

   

(a) (b)

Figure 4.6: (a) The original watermark, and (b) the extracted watermark, PSNR =
77.1030 dB.

   

(a) (b)

Figure 4.7: The extracted watermarks for (a) the first technique, and (b) the second
technique.
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Figure 4.8: The third embedding technique.

we choose this bit to be the second LSB, i.e., j = 6, the 7-th bit.

The modification of the second LSB is a replacement process i.e., for each 8-bpp

encoded 3D-DCT coefficient (k, l) of the luminance information of the host plane Fr, b6,

is replaced with wj(k, l). This can be represented as:

Third : Yr,b(k, l) = Fr,b(k, l)⊕ wj(k, l) (4.10)

where ⊕ represents the bit replacement operation that changes the 7-th bit of the 8-bit

code for the (k, l)-th pixel. The subscript b represents the bit-change operation. Fig. 4.8

illustrates the operation of the third method.

Figs. 4.9(a) and (b) show the 58-th frame of the Coastguard video sequence after

embedding and the extracted watermark, respectively. The average Y-PSNR of the

embedded sequence is 93.1648 dB and the PSNR of the extracted watermark is 71.3395

dB. From the PSNR values, we observe that the extracted watermark has highest quality

if it is embedded using the first technique.

4.5.4 Advantages and Disadvantages

In this section, we discuss the advantages and the disadvantages of volume embedding

over the regular 2D embedding. We then bring out the positive and negative aspects of

each of the embedding algorithms that we have outlined.

There are two clear advantages of employing the volume embedding using the 3D-DCT

over the conventional 2D-DCT approaches: (1) More information can be embedded in the

93



   

(a) (b)

Figure 4.9: (a) The watermark embedded frame for the third technique, and (b) the
extracted watermark.

volume data due to just the sheer number of coefficients available to embed [106], [107],

and (2) The extracted watermark quality is higher due to the embedding of 8-bit encoded

reference image in our case. However, we can incur other advantages based on these

two. For instance, we can increase the robustness of the embedded reference by further

encoding it without worrying about the amount of increase in the bit rate of the encoded

watermark. The encoded watermark will be more robust to channel attacks. Another

added advantage would be that this process of volume embedding would allow enough

leeway for encoding and embedding sufficient amount of chrominance information, if

that is a requirement. Furthermore, we would reduce the computational complexity of

the system due to removal of half-tone and inverse half-tone processes. However, this

reduction is contingent on the computation of the 3D-DCT. If this operation is performed

prior to compression, then the reduction in computational complexity is not much, and

we may not even not notice an improvement. If however, the computation is done while

compression (since the 3D-DCT is separable, the transformation in the third dimension

is just an added one-dimensional DCT operation), we may be able to notice some gains

both in computational complexity and quality of extracted watermark.

The three techniques we used for embedding in the volume cuboid differ in more than

one ways. Even though the first two techniques are variants of the modified spread spec-

trum algorithm, the first one is an addition based technique and therefore, by choosing

a sufficiently low value of α, we can reduce the effect of the host coefficient modification.
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In the second technique which is multiplicative, the value of α which is dependent on the

inverse of the strength of the host coefficient, would produce a change in the coefficient

that might introduce certain perceivable watermarking artifacts. Therefore, the second

technique will not only disturb the host frame, but also reduce the quality of the extracted

watermark. However, embedding the watermark is much easier, faster and less complex

when compared to the first technique as the process just involves changing the sign of

the host coefficient based on the sign of the spreading bit. The third technique involves

the replacement of one of the bits (the 7-th in the 8-bpp code of the host coefficient).

It therefore is similar to the quantization index modulation (QIM) based methods with

a predefined quantization step. Note that the increased capacity of volume embedding

makes QIM and QIM-like techniques feasible. Since we change the 7-th bit of the 8-bit

code, the quantization step varies in the range of [0, 2]. This technique therefore inherits

the advantages and disadvantages of the QIM based techniques over spread spectrum

based techniques, including the facts that it is more seamless producing lesser perceiv-

able watermarking artifacts and it is more robust to channel effects. This technique also

has the advantage of reduced complexity as it involves modifying just one bit. However,

as mentioned before, this fact needs to be considered with a bit of salt as it lies on top

of an already complex 3D-DCT operation.

4.6 Simulations

In the case of video implementations, though the algorithms were tested for CIF, QCIF,

SIF, progressive SDTV (VGA), and 320 × 240 resolutions (QVGA), with no compres-

sion, low, medium, and high compression, using H.264, MPEG-4, and MPEG-2 com-

pression codecs, with varying loss rates, the results presented here are specific to CIF

video sequences (the sequence is fixed to Foreman to keep the consistency in comparing

performances) for a compression of 120 kbps using both H.264 and MPEG-4 for varying

packet losses. The performances of the I-frame in the I-frame WEC and P-frame in the

I-frame WEC algorithms are first presented and then a comparison of these is performed

for varying packet losses. These are followed by sample results of the first 3D-DCT WEC

algorithm implementation.
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(a) (b) (c)

(d) (e) (f)

Figure 4.10: Frames of the Foreman video processed using MPEG-4: (a) MPEG-4 error
concealment for a packet loss of 0.3%, Avg. Y-PSNR = 22.89 dB, frame 120, (b) frame
121, (c) frame 122, (d) I- in I-frame WEC implementation, Avg. Y-PSNR = 41.58 dB,
frame 120, (e) frame 121, and (f) frame 122.

4.6.1 Spatial Embedding

Fig. 4.10 shows the sample results of the I-frame in the I-frame WEC algorithm’s perfor-

mance when implemented on top of the conventional MPEG-4 codec. Figs. 4.10(a), (b),

and (c) represent the frames 120-122 of the Foreman video with basic error concealment

in MPEG-4 when used in the advanced simple (AS) profile [108] for a packet loss per-

centage of 0.3, while Figs. 4.10(d), (e), and (f) represent the same set of frames with the

I-frame in the I-frame WEC algorithm implemented on top of (a), (b), and (c), respec-

tively. Note that the WEC implementation not only does a good job at reducing and

removing errors (approximately 18 dB improvement in the average Y-PSNR values), but

also effectively mitigates the propagation of these errors through the subsequent frames

(an issue typically observed in the MC-DCT based encoders).

Fig. 4.11 shows the sample results for the subsequent P-frame embedding in the

current I-frame WEC technique implemented on top of the conventional H.264 codec.

Figs. 4.11(a), (b), and (c) represent the frames 127-129 of the Foreman video with main

profile H.264 error concealment for a packet loss percentage of 0.3. Figs. 4.11(d), (e),
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(a) (b) (c)

(d) (e) (f)

Figure 4.11: Frames of the Foreman video processed using H.264: (a) H.264 error con-
cealment for a packet loss of 0.3%, Avg. Y-PSNR = 20.48 dB, frame 127, (b) frame 128,
(c) frame 129, (d) P- in I-frame WEC implementation, Avg. Y-PSNR = 42.23 dB, frame
127, (e) frame 128, and (f) frame 129.

and (f) represent the same set of frames error concealed using the P-frame in the I-frame

WEC algorithm implemented on top of (a), (b), and (c), respectively.

Note that for the same packet loss percentage, the amount of loss occurring in the

H.264 video is more than the amount of loss in MPEG-4 processed video sequences. This

is as expected because H.264 is built for the purpose of efficient compression and to

withstand compression artifacts even at lower compression bit rates. However, MPEG-

4 is built for the scalability and is tailored to cater for multiple applications. For this

reason, it has many more profiles (17) when compared to the 3 profiles that exist in H.264.

It is this scalability that makes MPEG-4 more robust to transmission errors rather than

compression errors.

Also note that though the errors that occur due to the same packet loss percentage

are more in the case of H.264 processed video when compared to the MPEG-4 videos,

the property of mitigating this error propagation is more in H.264, i.e., the variation in

the amount of loss that occurred in Figs. 4.10(a) through (c) is less than the variation in

the amount of loss in Figs. 4.11(a) through (c). This increase in variation of the amount
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(a) (b) (c)

Figure 4.12: Difference in the two WEC algorithm implementations highlighted for Fore-
man video, frame 15, processed using H.264 for a packet loss of 0.6%: (a) No WEC, (b)
I- in I-frame WEC, (c) P- in I-frame WEC.

of loss comes from H.264’s efficient compression capabilities.

In the quality-performance comparison of the two WEC algorithm implementations

in Figs. 4.10(d) through (f) and Figs. 4.11(d) through (f), we notice an enhancement in

the performance in the case of P-frame in the I-frame embedding. This is not only due to

the fact that the P-frame in the I-frame gives approximately the same objective quality

values after the WEC algorithm implementation on the packet loss affected video as the

I-frame in the I-frame WEC algorithm does (as seen in the figures), but also reduces

any errors that occur only in P- and B-frames that the latter algorithm does not conceal.

This aspect can be more closely observed by looking at a set of frames in a different GOP

which has errors only in P- and B-frames.

Fig. 4.12(a) shows the 15-th frame of the Foreman video sequence with no WEC

algorithm implementation on top of H.264 codec and a packet loss percentage of 0.6. It

is a predictive coded frame with the error that occurred in the bottom of the frame (the

erroneous area is circled). Fig. 4.12(b) shows the same video frame with the I-frame in the

I-frame WEC algorithm implementation on top of conventional H.264 implementation.

Again the error area is circled, and we observe that the error has not been concealed.

This is as expected for the reasons explained in Section 4.2.1. However, the P-frame

in the I-frame WEC algorithm implementation removes (conceals) the error as seen in

the same circled area of Fig. 4.12(c). Therefore, the P-frame in the I-frame WEC

algorithm achieves a higher performance when compared to the I-frame in the I-frame

WEC algorithm.
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Table 4.1: Performance of the proposed algorithms in case of compression with MPEG-
4 codec. PSNR (in dB) values are presented for a fixed mean packet loss 0.20% and
variance 0.024%

No compression 360 Kbps
Video No WEC I in I P in I No WEC I in I P in I

Akiyo 25.52 44.13 44.39 18.08 32.53 35.87
Foreman 24.83 42.12 43.66 17.65 31.02 34.73
Table tennis 26.11 44.06 44.48 18.42 33.35 33.51
Flower 23.57 42.23 42.94 16.91 32.44 33.89
Football 24.63 43.34 43.59 17.55 33.38 33.16
Paris 24.06 42.32 43.61 17.11 31.84 34.14
Tampete 25.27 43.96 44.01 17.80 33.68 35.42
Highway 26.33 44.29 44.74 16.67 33.95 34.86

Table 4.2: Performance of the proposed algorithms in case of compression with H.264
codec. PSNR (in dB) values are presented for a fixed mean packet loss 0.20% and variance
0.025%

No compression 360 Kbps
Video No WEC I in I P in I No WEC I in I P in I

Akiyo 25.87 43.48 44.54 17.28 32.43 34.89
Foreman 23.58 42.06 42.79 15.92 31.42 33.68
Table tennis 26.48 43.07 43.84 16.55 32.62 34.03
Flower 22.76 41.68 42.89 14.96 31.72 33.19
Football 23.88 43.37 44.28 16.01 32.49 34.12
Paris 24.54 42.78 43.63 17.16 33.44 34.29
Tampete 25.06 43.36 43.74 17.86 32.87 33.92
Highway 23.37 43.61 43.66 16.47 32.85 34.73

Table 4.1 shows the performance of the I- in the I-frame and the P- in the I-frame

WEC algorithm implementations for a fixed loss of approximately 0.19% in the cases

of no compression and a compression of 360 Kbps with MPEG-4 codec implementation.

As seen from the table, in almost all the cases, the performance of the P-frame in I-

frame algorithm is the best, i.e., it gives the highest average Y-PSNR values, and more

importantly, closer to the constant perceptual quality performance.

Table 4.2 shows the performance of the WEC techniques implemented over H.264

codec for no compression and a bit rate of 360 Kbps compression for a fixed mean packet

loss percentage. As seen from the table, the performance of the P-frame in the I-frame
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WEC algorithm supersedes the I-frame in I-frame WEC algorithm and the conventional

codec error concealment (no WEC implementation) even for this codec. However, it

should be pointed out that the performance of WEC algorithms in general can be observed

to decrease with increasing amount of compression. This is typical to what is expected

as the scale factor in the quantization process will corrupt the embedded watermark data

thereby resulting in a lower quality reference at the receiver, as explained in Chapter 3.

4.6.2 Volume Embedding

In the case of 3D-DCT volume embedding, the algorithm described by Eq. (4.7) is

implemented in the first 8 planes of the DCT cuboid of size 352 × 288 × 12 (12 frames

in the GOP). The selection of the mid frequency set of coefficients is different for each

plane. This implementation is used for the initial testing phase. However, we believe that

the usage of frames 2 through 10 (mid temporal frequencies) would be a better choice

when compared to implementation in the first 8 frames.3

Fig. 4.13 shows the performance of the first technique described in Section 4.5.3.

Figs. 4.13(a), (b), and (c) represent frames 3, 4, and 5 of the Foreman video respectively

for a packet loss percentage of 0.2 when compressed and transmitted using MPEG-4

video codec. Figs. 4.13 (d), (e), and (f) represent the same set of frames corresponding

to (a), (b), and (c), respectively, but with the 3D-DCT WEC algorithm implementation.

Note that even though the watermark is the reference of just the I-frame, since an 8-bit

reference is used, the quality of the extracted watermark is very high and the WEC

algorithm is efficient in effectively removing the I-frame errors and mitigating the P-

and B-frame error propagations and therefore would perform as well as the P-frame in

the I-frame WEC algorithm. This however, does not give it the capability of removing

or reducing independent P- and B-frame errors. Reducing these types of errors would

involve either embedding multiple references (both for the I- and P-frames) in the 3D-

DCT volume cuboid, or intelligently selecting either the I-frame or the P-frame for the

3Since the normalized differences in the temporal frequencies represent the amount of motion in the
GOP, the low temporal frequencies happen to be the ideal choice. However, embedding the reference in
the low temporal frequencies not only tends to distort the motion vectors significantly but also incurs
higher amount of error due to error 1propagation down the GOP, thereby making it difficult to extract
the watermark with superior quality. We therefore opt for the mid temporal frequencies as a reasonable
trade-off.
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(a) (b) (c)

(d) (e) (f)

Figure 4.13: 3D-DCT WEC implementation for Foreman video with packet loss of 0.2%
processed using MPEG-4: (a) No WEC, frame 3, (b) frame 4, (c) frame 5, (d) 3D-DCT
WEC, frame 3, (e) frame 4, and (f) frame 5.

reference watermark in every GOP.

Table 4.3 shows the performance of the three methods discussed in Section 4.5.3

given by Eqs. (4.7), (4.8), and (4.10) along with the performance of no WEC algorithm

implementation in the cases where there is no compression and 360 Kbps compression

with MPEG-4 codec. The performance values, measured by average Y-PSNR (in dB)

for the video sequences, are for the fixed packet loss percentage (mean) of approximately

0.19%. We can observe from the table that the performance of the first method is the

best, followed by that of method 3 and method 2, in that order. Method 3 gives a

better performance than method 2 due to its little to no change of the host video DCT

coefficients when compared to method 2.

Table 4.4 compares the performance of the three 3D-DCT techniques in the case

of no compression and a low bit rate compression level of 360 Kbps using the H.264

codec. In both tables, the WEC techniques are implemented on top of the codecs’

implementation. Though the improvement in performance is reflected to be the best in

method 1, method 3 comes a close second even for H.264. We can also observe that as the

amount of compression increases (the compression bit rates decreases), the performance
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of the WEC techniques decreases. This decrease is more so in the case of the spatio-

temporal technique. From the Tables. 4.3 and 4.4, we observe that in the case of higher

compression, 3D-DCT is not as robust as P- in the I- or I- in the I- WEC algorithm

implementations.

4.7 Summary

The two dimensional and the three dimensional techniques discussed here give excellent

performance enhancements when compared to other existing error concealment tech-

niques not only with regard to their efficient implementation based on the properties of

the video but also with regard to end user perceptual video quality. We first discuss var-

ious 2D WEC algorithm implementations both in case of spatial (I-frame in the I-frame

and P-frame in the I-frame), temporal in spatial, and temporal schemes. We then dis-

cuss and test experimentally the performance of the 3D combined spatio-temporal WEC

algorithm. The performance of the proposed implementations of the WEC algorithms

is brought out by the simulations presented. Comparison across methods reveals that

in the case of spatial embedding, the P-frame reference embedding in the I-frame WEC

algorithm implementation gives the best performance (highest average Y-PSNR values),

while in the case of 3D-DCT spatio-temporal embedding, the first method of additive

watermark embedding gives the best performance. Moreover, the P-frame in the I-frame

WEC algorithm is suggested to show a constant perceptual quality behavior.
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Chapter 5

Information Theoretic Framework

for WEC

In this chapter, an information theoretic approach to the proposed WEC algorithms is

introduced and analyzed. To proceed with this framework, analysis of the embedder and

the detector performance is the key. Assuming that the embedded data is transmitted

as the side information, the framework is built on minimizing the bit detection error rate

(BER). Estimation of BER in correctly reading the embedded watermark leads to proper

estimation of the overall distortion in the reconstructed video signal and thereby in the

error concealed video. Therefore, we first deal with WEC detector performance analysis

in the following sections and then discuss its effects using the conventional information

theoretic approach.

5.1 Background

The application to data hiding to the field of image and video communications is novel

and little investigation has been done so far to develop efficient algorithms. An effective

WEC algorithm which embeds a low resolution version of the image in itself was proposed

in Chapter 3 [86] and extended to video in Chapter 4. Here, a full frame DCT is used

to embed the watermark in a pixel-wise 2× 2 matrix format using spread spectrum wa-

termarking and a correlation-based detector is used to extract the embedded watermark

data.
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Figure 5.1: Watermark detection model

Evaluation of the detector performance in conventional data hiding algorithms is

challenging to model due to the inherent randomness in the distribution of the image

DCT coefficients. In this work, we attempt to mathematically evaluate the performance

of the detector in the WEC algorithm proposed in [86].

The performance evaluation of block-based correlation-like detectors has been docu-

mented in the literature [109]-[111]. The block-based image DCT coefficients have been

modelled to have a generalized Gaussian distribution (GGD) in [109]. An optimum wa-

termark detector is sought in [110] and [111] using the maximum likelihood estimation

for the algorithms proposed here.

However, the analysis provided in the literature so far is not applicable to our method

of WEC due to two reasons: (1) the analysis is developed for block-based DCT embedding

systems, whereas, we use full frame DCT embedding, and (2) we vary the strength

of the watermark for each coefficient we embed. We therefore provide a performance

comparison, both analytically and using simulations, for block-based and full frame DCT

embedding approaches.

5.2 Detector Performance Analysis

The detector model is shown in Fig. 5.1. In general, the DCT coefficients of an image

which is transformed using 8 × 8 blocks can be modelled to follow a Gaussian or a

Laplacian [112] distribution. In later work that followed [113], a GGD for which both

Gaussian and Laplacian are special cases, was shown to be a more accurate model of the

block-based DCT coefficients. In our work however, we use a full frame DCT. Since it is

difficult to model full frame DCT AC coefficients, we extrapolate the modelling of 8× 8

block AC coefficients to that of a select set of full frame AC coefficients.
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The GGD is of the form:

f(x) =
cβ(c)

2σΓ(1/c)
· exp

{
−

(
β(c)|x

σ
|
)c}

, (5.1)

with

β(c) =

√
Γ(3/c)

Γ(1/c)
, (5.2)

where Γ(·) represents a Gamma function, c is the shape parameter, and σ is the standard

deviation of the GGD. f(x) turns into Laplacian density if c = 1 and into Gaussian

density if c = 2. We know that p, a zero mean unit variance pseudo-random noise

matrix, has a Gaussian distribution and we assume that Yr, the DCT coefficient matrix

of the received frame, follows a GGD. If we set Yr = Ŷ, an estimate of the embedded

image, then from Eqs. (3.3) and (3.5), we have

λ(k, l) =
2k∑

k′=2k−1

2l∑

l′=2l−1

Ŷ (k′ + ∆1, l
′ + ∆2) · p(k′, l′)

=
2k∑

k′=2k−1

2l∑

l′=2l−1

F̂ (k′ + ∆1, l
′ + ∆2) · p(k′, l′)

+α · b̂i ·
2k∑

k′=2k−1

2l∑

l′=2l−1

p2(k′, l′) (5.3)

= λn(k, l) + α · b̂ · λs(k, l), (5.4)

where F̂ (·, ·) has a GGD and b̂ is the estimation of the embedded bit and is given by

ˆ̃w(k, l) = b̂ · p(k, l). (5.5)

In Eq. (5.3), λs(k, l) represents the signal part and is a product of two Gaussian

random variables, whereas, λn(k, l) represents the noise part and is a product of a GGD

and a Gaussian random variables, which is difficult to compute. However, for accurately

estimating b̂, a more realistic approach would be to find its second moment. The detector

is a typical correlation receiver and analysis work of Hernandez et al. [109] shows that the

probability of error Pe is given by Q(
√

SNR) when the DCT distribution of the image
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is considered to be a GGD. Here, Q(·) is given by

Q(x) =
1√
2π

∫ ∞

x

exp{−t2

2
}dt. (5.6)

The SNR differs for our case due to the full frame DCT implementation. If the select

set of AC coefficients represents a set A, then the SNR over set A is defined as

SNRA =
E

[∑
(k,l)∈A λs(k, l)

]
√

V ar.
[∑

(k,l)∈A λn(k, l)
] . (5.7)

Now, the SNRA defined in Eq. (5.7) is higher than the conventional SNR obtained

from block-based DCT embedding and therefore the probability of error during the de-

tection of the embedded bit is lower. The increase in SNRA comes from the reduced

standard deviation of the DCT coefficient set in the case of full frame DCT. The advan-

tages and disadvantages of using a full frame DCT for error concealment are described

next.

5.2.1 Full Frame DCT vs. Block-based DCT Embedding

There are two distinct advantages of using a full frame DCT over a block-based DCT for

embedding: (1) We can embed more number of bits in the AC coefficients of a full frame

DCT than in the block-based DCT, and (2) The detector performance is better in the

case of full frame DCT than block-based DCT.

We provide here a qualitative analysis for the aforementioned two advantages. The

first advantage is evident from the fact that in the full frame DCT case, we do not need

to embed a single bit multiple times to get the same level of decoding efficiency. Since

we use only 4 coefficients (a 2× 2 set) for embedding each bit, instead of the central fold

of 8 × 8 AC coefficients, we can embed more information in fewer coefficients than the

conventional block-based embedding.

The proof of the second advantage is rather tricky. Let us first consider the distribu-

tion of AC coefficients in both full frame and block-based DCT cases. The coefficients

in the DCT are a sum of cosine-weighted pixel values. We know by the central limit
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theorem that, the greater the number of terms in the summation, the smaller is the stan-

dard deviation of the normalized sum. Since the coefficients in the full frame DCT are a

weighted sum of a much larger number of pixel values than those in the block-based DCT,

full frame DCT generates coefficients with smaller deviations. The smaller the deviation,

larger is the SNR, and therefore, higher is the accuracy of the detection of the incoming

bits. Hence intuitively, a full frame DCT should have better detection performance when

compared to the block-based DCT.

We next consider the set of AC coefficients we use to embed the watermark data, i.e.,

coefficients in the set A. This set is located in the mid-frequencies of the full frame DCT.

Since the energy level of the DCT coefficients drops from the first to the fourth quadrant,

the standard deviations of the mid-frequencies in a full frame DCT are expected to be

comparable to the average of the standard deviations of the all the full frame DCT AC

coefficients. Though the standard deviations are varying in the set A from the first

quadrant to the fourth, the deviation in the sum of coefficients throughout A is much

less than the deviation in the sum of AC mid-coefficients of the individual blocks in the

block-based DCT. Since the standard deviation is smaller in the sum of coefficients in

set A of a full frame DCT, SNRA in Eq. (5.7) is higher and we expect higher level of

efficiency in accurately detecting the embedded image.

One conceivable disadvantage of the full frame DCT when compared to block-based

DCT is the computational complexity. For an N × N size image, the computational

complexity of a block-based DCT is of the order of O(N2) while that of a full frame

DCT is O(N · log(N)). However, the added complexity in our method arises due to the

process of embedding prior to encoding. Therefore, the overall complexity of our system

is O(N2) + O(N · log(N)). By observing the order of complexity, we identify that the

increment is small compared to the overall complexity of encoding, and therefore could

be overlooked considering the gains.

5.2.2 α Variation

Even though the standard deviation is decreasing from the first to the fourth quadrant in

the set A, the overall decrease is very little. For this reason, each 2× 2 set of coefficients

that we use to embed a single bit is assumed to have the same standard deviation.
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Figure 5.2: 3 variations of α, (a) linear, (b) convex, and (c) concave.

However, we chose the scale factor α such that the ratios of the embedding bits’ energy

is constant for the AC coefficients in A, i.e., for the 2× 2 set of coefficients in the central

AC frequencies,
αiw̃i(k, l)

αjw̃j(k, l)
= constant, ∀ i 6= j. (5.8)

By choosing so, we make the resulting overall distribution of the AC coefficients in

A to have a smaller standard deviation and therefore more accurately detectable. From

Eq. (5.8), the variation in α is defined to be an inverse relation to the pixel strength at

a particular location.

This implementation of variation in α however requires not only higher computational

complexity but also a knowledge of other coefficients’ strengths while calculating α for the

current coefficient. An alternate way to produce a similar effect for α variation without

the computational overhead is to follow one of the 3 variations of α in Fig. 5.2, linear,

convex, or concave. α at Amin corresponds to the strength of the first AC coefficient in

A and α at Amax corresponds to the strength of the last AC coefficient in A. The results

in all 3 cases are presented in Section 5.4.

5.3 Rate-Distortion Analysis

Now that we have estimated the probability of error in watermark detection and BER

incurred during the extraction process, we can predict the effects of the BER on the

video signal in terms of the total distortion. The distortion measure we use is the total

squared error (TSE) in the video sequence. This estimated distortion is considered while

analyzing the rate-distortion variations in the WEC implementation.

Fig. 5.3 shows the rate-distortion curves for the host image. The lower curve in the
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Figure 5.3: Rate-Distortion curves for the host image, with and without embedding.

figure represents the rate-distortion variation when no watermark is embedded, while the

upper curve shows the variation when a watermark is embedded. At higher bit rates, the

watermarked data is invisible since the watermark is inserted with a small value of α, and

therefore the distortion that occurs due to the watermarking defects is minimum, thereby

pushing the curve closer towards the optimal curve (without embedding). However, as

the rate decreases, the value of α needs to be increased for maintaining the high accuracy

of the watermark detection process and therefore, watermarking defects creep in, thus

increasing the distortion in the host video signal. The figure also traces a sample point

movement when the host image is embedded with a watermark.

However, the movement of the optimal point in the rate-distortion curve in the case

of the error concealed image is quite different as seen from Fig. 5.4. Let (R0, D0) be

a sample optimum point in the R-D curve when the watermark is not embedded. Let

us also assume for the sake of simplicity that in this case, both WEC and ECSI were

applied to the lossy received image and the error concealed image has passed through the

same amount of degradations and packet loss percentages. The co-ordinates of the new

optimal point after error concealment in the case of WEC is (R1, D1) and in the case of

ECSI is (R2, D2). Note that D1 < D0 while R1 is slightly greater than R0. Also note
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Figure 5.4: Rate-Distortion curves for the error concealed image. The motion of the
optimal point is indicated both in cases of WEC and ECSI.

that the WEC optimum point now lies on or just above the same curve as when there is

no watermark.

Even though R1 > R0, the increase is very small and can be considered negligible. In

the case of WEC, there is enhancement in the detected watermark performance than when

no watermark is embedded and therefore we have lesser distortion, while the increased

entropy in the watermark adds to the increased bit rate. Note that this increase in bit

rate increases for higher packet loss percentages in the case of informed watermarking

since there would be more bit errors in the detected watermark.

In the case of ECSI, the bit rate increases considerably due to addition of side infor-

mation. We therefore have R2 > R1 > R0. Furthermore, the distortion increases too,

due to the reasons explained in Section 3.5.3, both in terms of the higher compression

and/or packet error prone side information. For these reasons, D2 > D0 > D1. Note also

that even though the WEC point is not optimum, it is quite close to the optimum and

lies on or just above the optimum curve. A further comparison of these two techniques

in the case of losses is presented after analyzing the performance of WEC in case of high

packet loss probabilities.

Fig. 5.5 shows the performance of the WEC algorithm implementation in various
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Figure 5.5: Rate-Distortion performance of WEC algorithm.

distortion scenarios. The plot includes three curves, all for the same video signal and

the same WEC technique. The bottom curve represents the optimal curve in case of no

packet losses with watermark embedding. The top curve shows the R-D behavior with

packet losses. It can be seen that the distortion increases faster than the decrease in bit

rate in the case of packet losses. The middle curve shows the R-D variation with WEC

implemented on the packet loss affected video signal. Note that WEC pushes the packet

loss affected curve closer to the optimum (when there is no loss) in the way suggested by

the arrows. Also note that WEC operated on top of any error correcting codes (ECC)

and/or ECSI would display the same type of characteristics, i.e., it tends to push the

R-D behavior closer to the optimal error free performance.

Referring back to the comparison with ECSI, let R0 be the rate at which the encoded

raw video is transmitted and R1 be the rate of the auxiliary information. Then the

total transmission bit rate for ECSI would be R2 = R0 + R1. In the case of WEC, the

transmission bit rate is R0. Fig. 5.6 shows the comparison of the R-D behavior for both

WEC and ECSI. For any x% packet errors, both WEC and ECSI tend to push the R-D

curve of the lossy signal closer to the optimum, but WEC does a better job. This is

again due to the two reasons explained before. In this case, consider just the transfer of
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Figure 5.6: Rate-Distortion performance comparison of WEC and ECSI.

the raw source encoded data with a rate R0. From the figure, we see that ECSI produces

higher distortion than WEC for the same rate R0, while any ECC applied to ECSI would

put the curve between the current ECSI curve and the WEC curve.

Consider now, the comparison of WEC and the most recently proposed and incor-

porated Reed-Soloman (n, k) block codes (r - s codes) for ECC (with or without ECSI

implemented on top of ECC). Fig. 5.7 shows the R-D behavior of such codes for removing

the bit errors that occur during the packet losses. It shows the top curve to be for a

fixed x% BER. The relation between the packet error rate (PER) and BER for a typical

wireless error prone channel (that can be modelled as a Gilbert-Elliot two-state Markov

chain) is given by:

PER = 1− (1−BER)L (5.9)

where L is the number of bits in the packet. Let R1 be the encoded source rate and R2

be the rate after adding either ECC or auxiliary (side) information. For rate R1, the bit

rate at which WEC code is transmitted, we observe that the distortion produced is much

less than D1, the distortion produced by ECC. However, since the transmission rate in

case of ECC is R2, the effective R-D optimal point for ECC would for a distortion of D1

would lie farther away from the distortion point at R2, as shown in the figure.
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Figure 5.7: Rate-Distortion performance comparison of WEC and error correction codes.

Note that the effective R-D point for ECC is higher in both bit rate and distortion

compared to the effective optimal R-D point in case of WEC (this point is the intersection

of WEC curve and R1 in the figure). We therefore conclude that WEC results in a more

optimal point in the bit rate-complexity-quality (distortion) triangle.

5.4 Simulations

A sample set of images of fixed size, 240 × 320, is used for the simulation and the

watermark is inserted in the central AC frequencies of the full frame DCT. For the error

concealment application, low-frequency embedding would cause visible artifacts in the

image, while high-frequency embedding would make it more prone to channel induced

defects. The ns-2 simulator is used to generate packet losses with a two-state Gilbert-

Elliot Gaussian packet loss model with predefined mean and variance. The packet size

was fixed at 1500 kB for a given image transmission.
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(a) Original image (b) Received image

(c) Block-based DCT embedding (d) Full frame DCT embedding

Figure 5.8: The Original image is shown in (a). Received image obtained for a mean
packet loss probability of 0.12 and variance 2%. The PSNR values of the images are: (b)
19.6012, (c) 28.8226, and (d) 32.3122, respectively. The value of α used in both cases
was 3.

5.4.1 Full-frame and block-based DCT

Fig. 5.8 shows the performance of WEC on the image Sail. A block size of 8×8 was used

for block-based DCT embedding and α was fixed at 3 for both cases. Fig. 5.8(b) shows

the lossy received image, while Figs. 5.8(c) and (d) show the error concealed images for

block-based DCT embedding and full frame DCT embedding, respectively. For a loss

probability of 0.12, we observe about 3.5 dB increase in PSNR in the full frame DCT

case.

Fig. 5.9 shows the PSNR vs. loss rate curves for the received image, block-based

DCT embedding, and full frame DCT embedding. In the case of block-based embedding,

the value of α was fixed at 3, while in the case of full frame DCT embedding, the value

of α was varied according to the three cases in Fig. 5.2. As seen from the figure, we

obtain better performance when α is concave, especially at higher loss probabilities. The

performance of WEC is very similar in cases when α is both linear and convex. The

energy in the AC coefficients in set A for Sail image may be decreasing convexly, which
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Figure 5.9: PSNR vs. loss probability curves for WEC with block-based DCT and full
frame DCT. α is varied according to Fig. 5.2 in the case of full frame DCT.

might lead to this performance.

From the figures, we can observe that the full frame DCT embedding outperforms

block-based DCT embedding for error concealment applications.

5.5 Summary

We have provided a mathematical analysis of the detector performance for an WEC

system, which uses a full frame DCT for embedding a low resolution version of itself.

Consequently, we present the advantages and disadvantages of the full frame DCT against

the conventional block-based DCT embedding. For the application of error concealment,

we conclude that the full frame DCT embedding is more advantageous using both analysis

and simulations. We can not only embed higher number of bits in a full frame DCT but

also detect them more accurately. Additionally, we present three variations of watermark

strengths to reduce the probability of error during detection.

The rate-distortion model for the proposed WEC algorithms is analyzed based on (1)

the BER in the watermark detection process along with the probability of error calcula-

tion, and (2) the packet losses incurred during video transmission. The distortion created

in a video from these two aspects is estimated and it is shown that WEC algorithms not
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only push the R-D performance of the lossy received video towards the optimum lossless

curve, but also perform better that ECSI and other ECC methods in achieving a more

optimal curve. An added advantage of the WEC algorithms is that they could be used

on top of any/all ECC and ECSI algorithms, thereby improving their performances.
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Chapter 6

Subjective Video Quality Evaluation

In Chapter 4, we developed two ways of spatial embedding watermark data, namely,

embedding intra-coded frame watermark reference in itself and embedding a prediction

frame watermark reference in the current intra-coded frame. We have shown that even

though the average luminance PSNR values of the error concealed videos in both these

cases are similar, there is a considerable difference in the luminance PSNR values of

the frames over time, i.e., the luminance PSNR values of individual frames in the video

varied over frames in the case of the former embedding scheme, while in the case of the

latter, the luminance PSNR variation remained almost constant with increasing frame

numbers [114]. To further substantiate the notion that the subjects consider a relatively

constant quality video over time to be more preferable than a varying quality one, and to

prove the fact that the latter embedding scheme receives higher subjective quality rating

than the former, we have carried out a psychophysical evaluation of the quality of the

reconstructed video.

In this chapter, we present in detail, the psychophysical experiment that we have

conducted to test the performance of the two different WEC implementations in varying

packet loss scenarios. The motivation that drives the need for this experiment is the

fact that the two WEC techniques produce error concealed videos that have the same or

similar objective quality measures even though subjectively, they seem to have varying

qualities.1 The aim of this experiment is therefore: To identify, subjectively assess,

1Another motivation in performing a psychophysical experiment is the fact that PSNR is not a good
measure for objective quality. Though there have been attempts to develop an objective quality metric
that performs as well as the subjective testing [115]-[118], nothing concrete has been developed so far.
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quantify, and compare the performance of two different WEC techniques for varying video

contents, codecs, and packet loss scenarios. The chapter also explains in detail, the

criteria for the selection of the videos with specific contents, the process of generating

the test sequences, the experimental apparatus, test set-up, testing procedure, and the

analysis of the data obtained from the experiment.

6.1 Psychophysical Evaluation

The scope of this psychophysical experiment has been to evaluate the increment in per-

ceived quality of the video sequences that are error concealed using the WEC techniques

proposed in Chapter 3 and 4. To this end, the goals of the experiment have been the

following:

• The subjective evaluation of the increment in the perceptual quality that the pro-

posed technique provides over conventional error concealment in low bit rate video

codecs,

• The comparison between the perceptual quality of intra-coded reference embedding

in the intra-coded frame and inter-coded reference embedding in the intra-coded

frame, and

• The verification of codec-independency during implementation of the proposed al-

gorithm (two low bit rate codecs, MPEG-4 and H.264 have been used for this test).

The errors incurred are due to packet losses during the transmission of video se-

quences. The WEC technique used is the one proposed in Section 3.6. The implemen-

tation to the MPEG-4 and H.264 videos is similar to the one described in Sections 4.2.1

and 4.2.2. We are primarily interested in evaluating the effects and variations in the

perceived quality of the low bit rate compressed video sequences with packet loss varia-

tions, implementation methodology, and codec dependency with varying content. Packet

losses are generated at random, and therefore, the way they affect the block compressed

encoded video is different in each case. This section describes the source videos used,

the generation of video sequences with the required variations, and the subjective testing

procedure in detail.
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6.1.1 Video Sequences

Five original video sequences have been used in the experiment. The selected videos had

varying content (smooth as well as highly textured areas) and motion (slow, fast, linear,

non-linear, and zoom). They are compressed image format (CIF) sequences, each with

a resolution of 288× 352 pixels, i.e., each frame of the video sequence has 288 lines and

352 pixels in each line. All five videos were 10 seconds long, and played at 24 fps.

The video sequences considered for the experiment are shown in Fig. 6.1. Fig. 6.1(a)

shows the video Akiyo. The video presents a lady reading news in a television broadcast.

It is considered for relative low frequency content, low motion, and segmented bright

color attributes. Fig. 6.1(b) shows the Foreman video sequence. This video presents a

foreman in a construction site explaining the details of the construction. It is selected for

its facial features and fast motion. Fig. 6.1(c) shows the Highway. The video shows the

front view of the highway while seated in a car moving at a relatively constant speed. It is

considered for its smooth areas and relatively constant linear motion. Fig. 6.1(d) shows

the video Paris. This video presents two people talking in an office/library environment.

This video is selected based on its high frequency content, prominent non-linear motion,

and color attributes. The fifth video sequence, Tempete, is shown in Fig. 6.1(e). This is

a video shot of a small flowery plant in a ranch on a windy day. It is considered for its

texture features, non-linear motion, and zooming camera motion.

The key variations we considered for generating the video test sequences required for

the experiment are as follows:

• Packet losses: Five different packet loss variations, 0%, 0.1%, 0.2%, 0.3%, and

0.6%, were considered for the experiment. The % loss represents the ratio of the

number of packets lost to the total number of transmitted packets. Note that the

first case of 0% loss corresponds to the original video transmission. Note also that

these loss percentages were created to be approximately equal. The criterion for

matching the quality loss however, is the logarithm of the total squared error (log

TSE), as is explained in Sections 4.2.1 and 6.1.2 [116], [115].

• WEC implementations: Three variations to the WEC algorithm implementations

are used in this experiment. The first variation is without any WEC implemented,
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(a) Akiyo (b) Foreman

(c) Highway (d) Paris

(e) Tempete

Figure 6.1: The original video sequences used for the experiment. The first frame of each
video are presented here as snapshots of the sequences.
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i.e., there is no embedded data and the concealment is performed by the pixel

interpolation and other advanced techniques that are in-built in the codec, either

MPEG-4 or H.264. The second variation is with the intra-coded frame embedded

inside itself, i.e., the WEC algorithm explained in Section 4.2.1. The third technique

is the predicted frame embedded in the intra-coded frame as explained in Section

4.2.2.

• Codecs: Two different low bit rate video codecs are used here, MPEG-4 and H.264.

The MPEG-4 codec we used is developed by the joint motion experts group (JMEP)

and is the freely available latest version TM-5.0 group implemented by the Microsoft

Corp (MFC). The H.264 codec is jointly developed by the international telecommu-

nications union (ITU) group and the international standards organization, motion

pictures expert group (ISO/MPEG) and is also the freely available latest version

JM-7.4 reference software.

• Compression: Even though there is an effect of compression on the performance

of the proposed WEC algorithm as discussed in Chapter 3, due to the shortage

of allotted experiment time and the number of sequences in view, this parameter

was kept fixed. All the video test sequences were compressed to a bit rate of 120

kbps using their respective codecs. Note that this is a highly compressed very low

bit rate for the CIF video sequences. However, we use this high compression to

illustrate the improvement in performance of our algorithm over the conventional

ones even at very low bit rates.

• Resolution and Frame rates: The resolution of the video test sequences is selected

to be CIF, 288 × 352. Quadrature CIF (QCIF) was another consideration for

resolution, but we decided to go against it as the subjects would find it difficult

to identify any sort of watermarking defects at such small resolutions. The frame

rate at which the video test sequences are played was at 24 fps. We chose this

frame rate as this is the average frame rate suggested in literature for low bit rate

compressed videos [94], [103], [119].

• Time and Memory requirements: Based on the ITU-T standards for subjective

testing experiments, any evaluation of packet loss or transmission defects requires
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a video sequence to be played for a minimum of 8 seconds before asking the subject

to rate it. We therefore consider 10 second long videos. The standards also suggest

that the concentration time by the subjects would not last more than one hour.

So, to get meaningful data out of the experiment, we chose to play the videos for

a period of 45 minutes. Considering a response time for each video by a subject to

be 8 − 9 seconds would give us approximately 150 test sequences. Each sequence

is stored and presented in .avi format, which takes around 36 MB for each video

sequence or approximately 9.6 GB for the entire experiment. However, since the

videos are stored and played from an NEC server (PC), the loading and display

times are negligible.

With these considerations, the total number of video test sequences required for the

psychophysical experiment are calculated to be:

5 Originals× 2 Codecs× 3 WEC impl.× 5 Packet losses = 150 Test sequences (6.1)

Apart from these 150 test sequences, a set of 5 test sequences with varying packet

losses (selected from the above 150 sequences) were shown to the subjects as examples of

types of defects that they might observe in the actual videos. Furthermore, the subjects

were also shown a set of 5 test sequences (again, selected from the 150 sequences) as part

of a practice/training session.

6.1.2 Generation of Videos

The process that was used to generate the test sequences is described in this section. Fig.

6.2 shows the entire process in sequential order. A “*” in the figure represents all the

different combinations, for example, “O*” represents all the 5 originals, “w*” represents

all the 3 WEC variations, and “l*” represents all the 5 different loss variations. The

“ m ” stands for MPEG-4 encoding and “ h ” for H.264 encoding.

The five originals, A: Akiyo, F: Foreman, H: Highway, P: Paris, and T: Tempete are

passed through the watermark embedding process, which uses three different WEC vari-

ations, no embedding (“ wne”), embedding in the I-frame the watermark generated from

current I-frame (“ wii”), and embedding in the current frame the watermark generated
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from the subsequent third frame (“ wpi”). The informed WEC scheme is used for embed-

ding and the watermark is generated using the DPCM encoded reference. The output

of the embedding process would yield 15 sequences (five in case of each WEC variations,

corresponding to the five originals). These 15 sequences are sent to both MPEG-4 and

H.264 encoders and are compressed to 120 kbps to give a total of 30 streams (15 for each

encoder “ m ” and “ h ”). Note that since we are comparing the results of the WEC

algorithm with the error concealment in the standard codecs, we turn on all the necessary

rate control and error concealment parameters in the configuration (.cfg) and parameter

(.par) files of the encoders.

These 30 streams are passed through the simulated random packet loss process to give

150 streams. Each of the 15 streams in case of MPEG-4 and H.264 go through the loss

process independently. Gaussian random packet drop algorithm with a predefined mean

loss and loss variance is used to generate the five different packet loss variations. For

each packet transmitted, the packet drop algorithm generates a Gaussian random variable

from a distribution with a fixed mean and variance and if the value of this variable is

outside a specified range, the packet is dropped. The probability that a packet will be

dropped is varied by changing the range, called the limit. Five packet loss probabilities

are used for each of the 30 videos to give 150 streams. The five losses are denoted by “l0”

through “l4” and the lossy streams are “O* m w* l*” (75 lossy streams for MPEG-4)

and “O* h w* l*” (75 lossy streams for H.264).

Tables 6.1 - 6.5 show the variation of the range (or the limit values) for the mean

and the loss variance of the distribution to generate the packet loss percentages of 0%,

0.1%, 0.2%, 0.3%, and 0.6%. However, due to the random nature of the loss generation,

the losses might occur either in the I-frames or the predicted and the bi-directional

prediction frames. If the losses occur in the Intra-coded frames, then there is substantial

error propagation and therefore, the overall error occurring in the video is higher than

when losses occur only in the P- and B-frames. This is true even when I-frames are

affected with lower packet loss percentages than when P- and B-frames are affected with

higher packet loss percentages. Therefore, the yard stick for evaluating the quality ratings

obtained from the subjects is validated to be a measure of the total squared error (TSE)

in the video rather than the packet loss percentages. This is more relevant to the data
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Table 6.1: The loss variance, the range (limits), and the packet loss percentages created
for the Akiyo original.

Akiyo
Variance Limit Loss%

0.00 0.00 0.00
11.00 12.00 0.09674
12.00 11.50 0.19348
11.00 11.75 0.29022
11.00 11.50 0.58044

Table 6.2: The loss variance, the range (limits), and the packet loss percentages created
for the Foreman original.

Foreman
Variance Limit Loss%

0.00 0.00 0.00
11.00 13.00 0.09659
11.00 12.50 0.19318
11.00 12.00 0.28977
12.00 11.75 0.57954

analysis of the subjects’ data and therefore are discussed more in detail in Section 6.2.1.

The lossy streams are then decoded using the corresponding decoders (75 each for

MPEG-4 and H.264). The sequences with no watermark embedded are directly consid-

ered as test sequences after decoding. These are 50 sequences in all that do not undergo

any WEC implementation (that only have baseline error concealment implementations

of the codecs), 25 sequences corresponding to MPEG-4 (“O* m wne l*”) and 25 cor-

responding to H.264 (“O* h wne l*”). The other 100 sequences pass through the two

different WEC implementations, I-frame reference watermark embedded in the I-frame,

and the subsequent P-frame reference watermark embedded in the current I-frame, 50

sequences corresponding to each of these variations. For each of the 50 sequences, 25 cor-

respond to MPEG-4 and the other 25 correspond to H.264. For the 50 sequences in each

case of WEC implementation, the watermark is extracted and used for error concealment.

These error concealed images are used as test sequences, 25 each for MPEG-4 and H.264,

in the cases of “ wii” and “ wpi”, thus producing the remaining 100 sequences. The total

of 150 sequences are used as test sequences for the experiment.
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Table 6.3: The loss variance, the range (limits), and the packet loss percentages created
for the Highway original.

Highway
Variance Limit Loss%

0.00 0.00 0.00
12.00 12.50 0.09643
11.00 12.00 0.19286
11.00 11.50 0.28930
12.00 11.50 0.57859

Table 6.4: The loss variance, the range (limits), and the packet loss percentages created
for the Paris original.

Paris
Variance Limit Loss%

0.00 0.00 0.00
11.00 12.00 0.09678
11.00 11.50 0.19355
12.00 12.50 0.29033
13.00 11.75 0.58066

Table 6.5: The loss variance, the range (limits), and the packet loss percentages created
for the Tempete original.

Tempete
Variance Limit Loss%

0.00 0.00 0.00
11.00 12.00 0.09674
11.00 12.50 0.19348
11.00 11.00 0.29022
12.00 11.50 0.58044
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6.1.3 Testing Procedure

The test video sequences were displayed on a 17” DELL LCD monitor. The native

resolution of the monitor was 1024×768. The monitor was characterized by determining

the chromaticities of the three colors. It was determined to have a γ value of 1.5 by a

photometer (the allowable range of γ for best viewing is 1.3 − 2.5). The details of the

measurement and theoretical aspects behind γ calibration are described in Appendix A.

The video sequences were stored in an NEC file server (PC) and displayed using

a dedicated interface developed for the purpose of this experiment. The server and

the monitor were placed in a dimly illuminated room that approximated the moderate

viewing conditions. The monitor was placed on a table that stood approximately three

feet from ground. The subjects sat in a stable chair (non-swivelling) placed at a distance

of 30 inches from the monitor, which is approximately 6 times the height of the displayed

video (as per the ITU-T standards).

The software interface for the experiment had a front end that incorporates the media

player to present the CIF videos in their actual sizes (288 lines of 352 pixels each). Fig.

6.3 shows the display of the program for one of the reference screens.

From the 150 test sequences that were generated, a set of 150 test trials were formed

using 2-set combinations of these test sequences. The variations that were described in

the previous subsections were used to differentiate between the trials, i.e., the three WEC

variations (no-embedding, WEC with I-frame embedding, and P-frame embedding) were

displayed as three comparisons (wne − wii, wii − wpi, wpi − wne). For each trial, all

the other variations were kept constant, i.e., for each trial, the left and the right test

sequences were processed using the same original, the same codec, and the same packet

loss percentage. We therefore had 50 sets of three video sequences. In each set there

were three possible pairs, so there were 150 test trials.

Each test trial had a set of two test sequences displayed side-by-side and played

simultaneously. The sequences were synchronous, i.e., they started and ended at the

same time. The test trials were created based on the dual-stimuli presentation standard

according to the ITU-T subjective testing standards. However, even though the subjects

were asked to rate each of the test sequences in each trial, the values they gave represented

their preference, i.e., the video sequence (either left or right) that received a higher quality
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Figure 6.3: Display of the front-end of the program for one of the sample screens.

number indicated that the subject rated it to have higher quality than the other. The

motivation for performing this process is obtained from the results that we observed from

a similar dual-stimuli experiment that conducted earlier.

The experiment was divided into 4 stages: Originals, Samples, Practice, and Main. In

the “Originals” stage, the five originals without embedding were displayed. The subjects

were asked to assign a value of 100 to the best of the five videos. They were then told

that this value of 100 would act as reference in judging the quality of the test sequences

in the main experiment. They were instructed to rate the quality of the video sequences

relative to this value of 100, i.e., if the quality of the video sequence that they saw was

half as good as the quality of the best of the originals, they would give a value of 50, or

if the video that they saw was twice as good, they would assign a number 200 to it.

In the “Samples” stage, 5 video sequences were shown that had varying quality. These

video sequences were chosen to be a sample set of the test sequences. The set consisted of

the five originals as well as all 5 packet loss percentages implemented on the videos and

processed with the three WEC variations in both the codecs. These sample sequences

129



were shown to the subjects to give them an idea of the range of qualities of the video

test sequences that they are going to see throughout the main experiment. This way, the

subjects would be able to assess the range of quality values that they would be assigning

to the video sequences.

The “Practice” session was very similar to the main experiment. In this stage, five

test trials were shown. The test trials were again chosen to be a sample set of the video

sequences in the main experiment. These were presented in order for the subjects to be

completely understand and familiarize themselves with the video dual-display system and

what their task would be in the main experiment. It also removed/reduced any learning

errors that would be incurred in the first 4-5 video sequences in a typical subjective

experiment.

In the main experiment, all the 150 test trials were presented in random order. For

each trial, all subjects viewed the same video sequence with the same packet loss errors.

After viewing the two video clips in the test trials, all subjects were asked the same

question: “On a scale relative to 100 (that you set with originals and samples), rate the

quality of both the left and right videos in each trial, giving a higher value to the one

that you feel has a higher quality.” A sample screen of the main experiment is shown

Fig. 6.4. They were instructed to rate the quality of the video sequences relative to this

value of 100, i.e., if the quality of the video sequence that they saw was half as good as

the quality of the best of the originals, they would give a value of 50, or if the video that

they saw was twice as good, they would assign a number 200 to it.

After the main experiment, the subjects were interviewed with regard to the type of

defects they observed in the video sequences that they saw and how annoying were there

defects.

6.1.4 Subjects

A group of 39 subjects drawn from a pool of students in the introductory course in

Psychology Department at the University of California, Santa Barbara (UCSB) were

recruited for this experiment. They were considered näıve of most kinds of digital video

defects and the associated terminology for the purpose of subjective quality evaluation

of the video sequences. They were asked to wear glasses or contact lenses if they need
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Figure 6.4: Display of the screen for the main experiment (full-screen).

them to watch TV or computer monitor. Of the set of 39, 30 subjects were instructed

to evaluate the quality of the video test sequences relative to a value of 100, while the

other 9 were considered for evaluating the quality of the video test sequences in between

0 and 100, i.e., they were asked to pick a value for the quality of the video from a scale

that spans from 0 to 100, with 100 being the best quality and 0, the worst. However,

the displayed test video sequences, the examples, the practice/training sessions, and the

interview questions were the same for all subjects.

6.2 Results and Analysis

The results of the experiment are analyzed and presented in this section. The average of

the subjects’ scores for each video, called the mean opinion score (MOS), is considered

for rating the quality of the video sequences. The analysis, however, is divided into

different sections based on the dependency of the scores on the type of video content,

the codec used, the packet loss percentages, and the WEC algorithm used. This is done
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for obtaining a better understanding of the relation between MOS and its individual

dependencies.

6.2.1 WEC performance

Fig. 6.5 shows the MOS scores obtained for each video compressed using both H.264 (on

the left) and MPEG-4 (on the right). The three WEC variations are shown together and

compared in each plot. The “ne” in the plots represents the case where no WEC was

implemented, the “ii” represents the case where WEC with I-frame reference embedding

is implemented, and the “pi” represents the case where WEC with P-frame reference

embedding is implemented. The x-axis represents the packet loss percentage levels, 1

corresponding to 0% up to 5 corresponding to 0.6%.

From Fig. 6.5, we observe that the WEC with the P-frame in the I-frame embedding

gave the best overall MOS results for almost all packet loss percentages. In almost

all plots, WEC implementation perceptually enhanced the quality of the video. Note

also that WEC with the P-frame in the I-frame embedding was evaluated to give more

constant quality (in terms of MOS values) over varying packet loss percentages. Even

though WEC with the I-frame in the I-frame embedding gives a comparable performance

to WEC with the P-frame in the I-frame embedding, it did not achieve the constant

quality attribute for varying packet loss percentages.

Fig. 6.5 clearly shows the improvement in performance with WEC over the con-

ventional codecs for varying packet loss percentages along with the constant perceptual

quality attribute of WEC with the P-frame in the I-frame embedding. However, the com-

parison of the MOS values obtained for the WEC algorithm implementations is not the

only way to evaluate the quality of the video as a function of the packet loss percentage.

As can be seen from the plot, in some occasions, as the packet loss percentages increase,

the MOS values increase. This phenomenon is contrary to the normal expectation that

MOS values decrease as the packet losses increase. The reason for this is the random

packet drop as explained in Section 6.1.2, and therefore, the indirectly dependent vari-

able we use to predict the quality loss is the error measure of log TSE, which is directly

related to the amount of error that occurred in the video due to packet drops.
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Tempete H.264
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Figure 6.5: The variation of MOS values with increasing packet loss percentages. Here 1
through 5 on x-axis represents packet loss of 0% through 0.6%.

Log TSE is a measure of the total error in the video sequence and is given by:

logTSE = log10(TSE1 + TSE2 + TSE3) (6.2)

where TSEi is defined as

TSE1 =
∑
i,j

(fY,p − fY,o)
2 TSE2 =

∑
i,j

(fU,p − fU,o)
2 TSE3 =

∑
i,j

(fV,p − fV,o)
2 (6.3)

Here, Y , U , and V refer to the luminance and the chrominance components of the video,

the subscript o for the frame f represents the original, the subscript p represents the

processed frame, and i, j represent the pixel coordinates. From the equation, we see that

the higher the difference from the original, the higher the value of log TSE. Due to the

random drop of packets that affect the frame in unequal amounts both spatially (when

packet loss affects the high frequency content of a single frame) or temporally (when

packet loss occurs in P- and B-frames as opposed to I-frames), the amount of error

incurred in the video is a more appropriate measure of the transmission losses rather

than the percentage of packets dropped. Log TSE captures the amount of loss incurred

by the packet drop algorithm and therefore is used here as a quality matching criterion.

Fig. 6.6 shows the plots of the MOS scores obtained for the videos against log TSE

of the video. We observe that the curves for no WEC implementation are towards to

the bottom right corner of the plots, which means that they have high error in them and
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therefore are low on MOS values of the quality. The curves for the WEC implementation

with the I-frame reference embedding in the I-frame are in between (and closer to the

third set of WEC with the P-frame reference embedded in the I-frame), which means

that the error in them has been reduced and therefore received higher MOS values when

compared to no WEC. The third set, as we expected, has the least amount of error and

received the highest MOS values, and therefore are towards the top left corner of the plot.

We also observe that in some cases, when the error in the two cases of WEC processed

videos is the same, the P-frame embedding in the I-frame WEC implementation was

evaluated to have a higher perceptual quality.

A closer look at the plots also shows that while the MOS values for no WEC imple-

mentation were spread out for varying packet loss percentages, the P-frame embedding

in the I-frame WEC implementation is clustered towards the top left corner of the plot.

This occurs due to the reasons explained in Sections 3.5 and 4.2.1 where the variances

in the video quality due to packet losses are described. The significance of this effect

is that the WEC implementation with the P-frame reference embedding in the I-frame

performs well even in case of higher losses thereby producing a similar quality for the

error concealed video at all losses in the range measured. This phenomenon therefore

reiterates the constant quality attribute of the WEC implementation with the P-frame

in the I-frame embedding. Though not as prominent as the WEC implementation with

the P-frame in the I-frame embedding, a similar effect can be seen also in the case of the

WEC implementation with the I-frame in the I-frame embedding. Note that this effect

is evident when WEC is applied to both the codecs, but the average error is about the

same.

We found that in this dual stimulus experiment, the MOS values obtained for a single

video differ when its neighbor is different. The MOS values that we tabulated and plotted

so far were the average of the different samples. We now look at the differences in the

MOS values of each video when it is compared to different sequences in different trials.

Fig. 6.7 shows the differences in MOS values of each video in the cases of H.264 (a) and

MPEG-4 (b). The x-axis represents videos with the packet loss percentages, i.e., f2 in

Fig. 6.7 x-axis represents Foreman video with loss of 0.2%. The legend shows a set of

three WEC algorithms for each video and loss percentage, ne-i, i-p, and p-ne. The first
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Figure 6.6: The variation of MOS values with increasing Log TSE values. The Log TSE
values are evaluated to be the physical measure of the error in the video.

character (or set of characters in case of “ne”) in each of these algorithms represents

the video that has its MOS difference tabulated. The second character(s) represents the

neighbor of the video represented by the first character(s) during display, that acts as the

first term in the MOS difference. This is better explained with an example as follows.

Consider the value of −1.44 in the a2 column for the ne-i WEC algorithm row in Fig.

6.7(a). This value indicates the difference in the MOS values obtained for Akiyo video

with a packet loss percentage of 0.2% with no WEC algorithm implementation (“ne”)

when it is compared with “i” and when it is compared with “p”. The second character

“i” states that the MOS value of akiyo hne l2 when it is compared to “p” algorithm

implementation, akiyo hpi l2, is subtracted from the MOS value of akiyo hne l2 when

it is compared to “i” algorithm implementation, akiyo hii l2. In other words,

MOS(Akiyo hne l2(a2 hne,a2 hii))−MOS(Akiyo hne l2(a2 hne,a2 hpi)) = −1.44. (6.4)

We observe from the plots in both H.264 and MPEG-4 cases that the MOS difference

values are sometimes significantly high. This shows that, in dual stimuli scenario, the

quality value obtained for a video depends significantly on the content of the video

shown beside it. It is also interesting to observe that the differences for the videos with

no WEC algorithm implementation have more bars on the negative for both codecs,

which implies that the subjects rated the no WEC videos to have a higher quality when

these videos were compared to video with the P-frame in the I-frame WEC algorithm
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Figure 6.7: The differences in the MOS values when measured in comparison between
the set of 3 WEC algorithms, ne-i, i-p, and p-ne. The x-axis represents the set of videos,
a = akiyo, f = foreman, h = highway, p = paris, and t = tempete, while the number
beside it represents the packet loss level. The difference in each comparison is taken for
each set of video and packet loss.
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implementation. This effect is more apparent in the Highway and Paris videos for the

H.264 codec, and in the Paris and Tempete videos for the MPEG-4 codec. Moving the

video from the left position to the right for the latter comparison could be one of the

reasons behind this observation. However, this does not imply that the I-frame WEC

algorithm implementation fared better than the P-frame WEC algorithm.

Note that as expected, especially in the case of MPEG-4, while the i-p MOS differences

are mostly positive, the p-ne MOS differences are mostly negative. An extreme case in

all the scenarios is the Highway video which gives the highest and the least values. The

reason for this might be the content of the video (explained in Section 6.2.4) and how

packet losses affected this content.

6.2.2 Packet Loss Variation

The values of MOS decrease consistently with increasing packet loss percentages. This

can be seen from Fig. 6.5. This phenomenon is apparent in the cases of both H.264 and

MPEG-4 implementations. In Fig. 6.6 however, the effect is not as well seen since the

plots show variation with log TSE, which might vary based on how and where the packet

losses occurred in the videos. For the sake of making the effects of packet losses more

visible, we separate the MOS scores for the videos by each packet loss percentage.

Fig. 6.8 shows the variation of the MOS scores for each packet loss percentage vari-

ation. The 5 packet loss variations, 0% through 0.6%, are represented here. The x-axis

represents all three WEC algorithm implementations for both the codecs. The 5 curves

in each plot represent the 5 different videos. We observe that while in Fig. 6.8(a), i.e.,

for 0%, almost all the videos have relatively constant MOS values for both codec im-

plementations, the improvement in performance due to WEC algorithm implementation

becomes increasingly evident as the percentage of packet loss increases. We also no-

tice that as we move along the x-axis, there is an improvement in the MOS scores, i.e.,

MOS(no WEC) < MOS(I WEC) < MOS(P WEC) in almost all the cases.

Interestingly, the plots in Fig. 6.8 exhibit a dip in the center of the curves and this dip

increases as the packet loss percentage increases. This dip exists due to the fact the MOS

values for both the MPEG-4 and H.264 are represented in the same plot. Since the order

of columns in the x-axis has been from no WEC algorithm implementation to the P-frame
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Figure 6.8: The MOS values for the three WEC implementations for each video in case
of H.264 and MPEG-4. The “h” and “m” on the x-label represent H.264 and MPEG-4
respectively, with “ne”, “ii”, and “pi” representing the three WEC variations.
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WEC algorithm implementation, we see the drop in performance from the P-frame WEC

implementation of H.264 to no WEC implementation in MPEG-4 in the form of this dip.

The increase in the dip suggests that the improvement in the performance of the P-frame

WEC algorithm implementation increases as the packet loss percentage increases. This

again leads us back to the fact that P-frame WEC algorithm implementation gives us

almost a constant quality regardless of the amount of packet loss percentages, as seen in

Figs. 6.5 and 6.6.

6.2.3 Codec Comparison

The reason behind implementing two codecs for the experiment is to verify the codec-

independency of the proposed WEC algorithm implementations. From the Figs. 6.5,

6.6, and 6.8, it is evident that both the variations give a significant enhancement in

performance in both H.264 and MPEG-4 codecs. As a further comparison between the

two codecs, we can plot the performance of both the codecs in terms of the MOS values

in the same plot. Fig. 6.9 shows the variation of the MOS values with and without WEC

and packet losses for both the codecs.

Figs. 6.9(a), (d), (g), (j), and (m), on the left represent the plots for all the videos with

no WEC algorithm implementation. Figs. 6.9(b), (e), (h), (k), and (n), in the center

represent the plots for the videos with the I-frame WEC algorithm, and figs. 6.9(c),

(f), (i), (l), and (o), on the right represent the plots for videos with the P-frame WEC

algorithm implementation. Note that in the figures of the left, there is a substantial drop

in the MOS values with an increase in the packet loss percentages, while in the figures

on the right, the MOS values are relatively constant. This substantiates the fact the P-

frame WEC algorithm implementation tends to give a constant perceptual quality. For

the figures in the center, it is constant of 3 of the 5 videos, but for Akiyo and Highway,

the MOS values varied significantly. This may be partly due to the content of the video

and partly due to the way the packet losses affected these videos.

When comparing the codecs, Fig. 6.9 conceals the actual codec error control perfor-

mance. Except in a few cases ((e) and (f) where it shows that MPEG-4 gives higher

MOS values than H.264, and (m) where it shows vice versa), most of the plots show

similar performance (trends) for both H.264 and MPEG-4. This however is not true if
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Figure 6.9: The plots for the WEC algorithms for each video. The MOS values for the
two codecs H.264 and MPEG-4, can be compared using these plots.
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Figure 6.10: The plots for the WEC algorithms show the video physical errors differences.
MPEG-4 can be noted to have lower error for similar MOS values.
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we consider the actual error in the processed videos. For a closer view, let us look at the

plots in Fig. 6.10 where the MOS values are plotted against the log TSE values. The

figure is similar to Fig. 6.9, where the first column represents no WEC, and the center

and last column representing the I-frame and P-frame WEC algorithm implementations

respectively.

From all the plots of Fig. 6.10, we see that MPEG-4 gives the resulting video that has

a much lesser physical error (log TSE) than H.264. This is expected as H.264 is built to

withstand heavy compression losses and give good compression performance while it is

susceptible to transmission losses and breaks down when heavy transmission losses occur.

MPEG-4, on the other hand, is built for scalability and is known for its transmission loss

control (see Section 4.6). However, it is interesting to observe that in almost all the cases

of no WEC (except in case of Highway), H.264 encoded video obtained similar MOS

values to those of MPEG-4. We can conclude from this observation that H.264 gives a

perceptually enhanced performance. However, this conclusion does not hold when WEC

is applied. Nevertheless, MPEG-4 produces lower error in terms of log TSE than H.264

even in the case of both WEC algorithm implementations. Except for Foreman video,

the MOS values for the 2 WEC algorithms are similar, but in case Foreman, MPEG-4

exhibits higher perceptual quality values.

6.2.4 Content Variation

Even though there is a substantial variation due to the content of the video with regard

to the motion and its frequency information, due the constraints of space, time, and

conformance of ITU-T standards, we did not experiment with the video content in greater

detail. However, we did vary the source video in the limited freedom we had, and the five

videos that we chose had different video content. Fig. 6.11 shows the plots of MOS values

obtained for different videos in separate WEC algorithm implementations. The first row,

(a) and (d) show the MOS values of different videos with varying packet loss percentages

both for H.264 and MPEG-4 respectively in case of no WEC algorithm implementation.

The second and third rows, (b) and (e), (c) and (f), show the same for I-frame and

P-frame WEC algorithm implementations respectively.

We observe that the Tempete video obtained the highest MOS values for the cases of
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(b) H.264 with I in I (e) MPEG-4 with I in I
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(c) H.264 with P in I (f) MPEG-4 with P in I

Figure 6.11: The plots for each WEC algorithm implementation with each codec. Each
plot compares the MOS values over different video contents over the source videos.
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H.264 and MPEG-4 (except when no WEC algorithm was used in case of MPEG-4). This

may be due to the content of the video and slow zooming camera motion, which helped

achieve better compression performance for both the codecs. In case of other videos, we

do not notice any one video to exhibit a different trend.

All the videos follow similar trends of obtaining decreasing MOS scores for increasing

packet losses for both codecs when no WEC algorithm is implemented. However, this

reduction in MOS scores decreases and the curves tend to “flatten out” as the I-frame and

P-frame WEC algorithms are subsequently implemented. We also observe some erratic

behavior of Akiyo and Highway videos for H.264 and Akiyo video for MPEG-4 when the

I-frame WEC algorithm is implemented. This may be because of the way packet losses

affected these videos and the chrominance fluctuations obtained due to I-frame WEC

algorithm implementation. As explained in Chapter 3, when the packet loss affected

areas in a video are concealed, a localized scaling operation is performed to match the

luminance and the chrominance of the concealed part with those of surrounding areas.

However, in case of Akiyo and Highway videos, the content includes wide areas of not only

low frequency luminance, but also spikes in their color histograms. This may sometimes

lead to a color mis-match in temporal domain right at the transition to every I-frame

(where WEC is implemented) thereby creating an effect similar to the temporal flicker.

This however, is eliminated by having a reference to the subsequent P-frame, which

temporally spreads the localized scaling WEC operation. The performance enhancement

due to P-frame WEC algorithm implementation over the I-frame WEC algorithm can be

observed by comparing the plots in Fig. 6.11(b) and (e) with (c) and (f) respectively.

6.3 Summary

A psychophysical experiment was performed to evaluate the performance of the proposed

WEC algorithms for different packet loss percentages and video contents and to verify

their codec independency. This chapter explained the aims and the goals of the experi-

ment, along with the it’s design structure, the source videos used, the generation of the

sequences, and the testing methodology. The results of the experiment were categorically

analyzed both with respect to varying packet losses and the amount of error introduced
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in them due to these transmission losses.

The conclusions drawn from the results of the experiment are well brought out by the

data analysis as the following: The performance of the implemented WEC algorithms

was observed to be (no WEC) < (I WEC) < (P WEC). This phenomenon was true

irrespective of the codec used, the source video, and percentage of packet loss. It was

also observed that even though the I-frame WEC algorithm implementation reduced the

amount of transmission defects significantly, it received lesser perceptual quality scores

(MOS values) when compared to the P-frame WEC algorithm implementation. Based

on the data analysis, we conclude that P-frame WEC algorithm is successful in giving a

relatively constant perceptual quality output. The curves in Fig. 6.6 lead us to conclude

that the P-frame WEC algorithm maximizes the MOS values by minimizing the error in

the error concealed sequences. The dual-stimuli display helped us in observing that the

MOS values for a given sequence depend on the sequence that is played beside it.

The constant perceptual quality operation of the P-frame WEC algorithm could be

verified by the performance enhancements it achieves for increasing packet loss percent-

ages, i.e., the higher the packet loss percentage, the better the WEC algorithm performs.

Although the performance of the algorithms was weakly dependent on the content of

the video and the codec used for compression, we believe that the effects of compression

intervened with the MOS values obtained. Some of the differences in the trends could be

explained by a combination of the content of the video and its compression (dependent

on the codec). However, the variation of the WEC performance with the variation in

amount of compression require further experimentation and is an open research area.
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Chapter 7

Conclusions

In this chapter, we discuss the important conclusions of the dissertation work and provide

its principal contributions. The set of WEC algorithms that were proposed, along with

the video implementations, the theoretical framework, and the psychophysical analysis,

could be used in a variety of applications including and not limited to image and video

transmission and storage, information compression, coding and retrieval, and in low

bit rate, SDTV, and HDTV applications. Some of the possible future directions in the

areas of storage, SDTV/HDTV applications, and scalable coding have also been provided

towards the end of this chapter.

7.1 Principal Contributions

The work developed a set of a novel error concealment techniques based on watermarking.

The generated watermark is a low resolution version of the frame itself and helps recover

the information losses that occurred during the transmission of the video. The binary

watermark could be a halftoned version or an encoded bit stream of the low resolution

version of the frame. The implementation in case of color planes and varied channels

losses show the enhanced performance of the developed algorithms. We also developed a

low bit error rate informed watermarking scheme that embeds a copy of the watermark

detector inside the encoder. The scale factors as per the coefficients were increased based

on minimizing the detector’s BER performance as well maximizing the embedded frame

quality.
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Furthermore, we proposed different spatial video implementations, two of the key

techniques being embedding the I-frame reference in itself and embedding the subse-

quent P-frame in the current I-frame. The idea of the latter technique is spawned from

the concepts of constant subjective quality preferences. The work also proposed the com-

bined spatio-temporal watermark embedding technique based on 3D-DCT. A gray level

reference of the watermark is embedded in the volume cuboid element and it was shown

that higher levels of error concealment could be achieved using this approach.

We then looked at an information theoretic approach to the watermark-based error

concealment algorithms. The approach initially required an analysis of the performance

of the watermark detector and calculation of the probability of error. Based on the overall

estimate of the distortion due to this probability of error, the R-D performance of the

WEC algorithms has been analyzed and compared to substantial packet loss scenarios.

The subjective quality increment due to WEC over conventional low bit rate codecs

such as MPEG-4 and H.264 was evaluated by conducting a psychophysical experiment.

The experiments also verifies the codec independent operation of WEC along with evalu-

ating the variation in quality of the compressed videos due to varying channel loss rates.

The two spatial implementations of WEC discussed in chapter 4 along with the base-

line error concealment in the codecs are used in the experiment for comparative quality

assessment.

7.2 Future Directions

The algorithms developed in this dissertation could be used in various applications. How-

ever, certain modifications would be required to the proposed WEC algorithms based on

the application that they would serve. Some of these feasible application-based modifi-

cations, along with new additions and possible improvement driven avenues are explored

herein.

7.2.1 MCTF and Scalable Coding Extensions

One plausible extension to the proposed WEC algorithms is towards scalable coding

where the time differences of consecutive frames are obtained. The temporal domain
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difference essentially gives the motion difference between the two frames. A DCT trans-

form between the two frames would evaluate the energy in the motion. Based on the

energy distribution of the motion, we can then decide the low motion areas and the high

motion areas by designing and implementing a low pass filter and a high pass filter over

this motion estimated time difference [120]. This process is also referred to as the motion

compensated time filtering (MCTF) and typically is implemented in scalable coding and

compression [103].

For the application of error concealment, the low pass filtered output of the MCTF

could be considered ideal. This is based on the conclusions that are drawn from previous

subjective testing that the humans tend to observe the motion areas more critically than

the low motion areas. Since the low pass filtered output of the MCTF is the areas

with little or no motion, we can choose to embed the watermark in these coefficients.

The embedded reference would be then added to the high pass filtered output (the high

motion areas) and the DCT coefficient image is brought back to the time domain. The

watermark embedded original could be obtained by adding the time difference frame to

the intra-encoded frame. The watermark detection and the error concealment operations

are similar to the proposed WEC algorithms in Chapter 3.

7.2.2 Tackling Frame Loss Scenarios

Another feasible future direction would be to design a WEC algorithm that is equipped

with tools for handling heavy losses such as frame losses. One way of achieving this

would be to embed a copy of the reference, either P-frame reference or an I-frame refer-

ence, in multiple host images. For example, if the reference for a third subsequent frame

is embedded both in the current frame and the sixth subsequent frame (both forward

and backward reference embedding), the chance of recovering the lost frame increases.

Another way of tackling heavy frame losses would be to use higher order temporal in-

terpolations and extrapolations similar to view morphing. These techniques, though are

computationally intensive, result in a substantially higher and smoother quality video at

the end user.
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7.2.3 Storage Applications

The WEC algorithms proposed here, with minor modifications, could be extended for

usage in applications where the compressed stored video encounters packet losses, that

are similar to video transmission scenarios. Typical video storage processes involve com-

pression and/or conversion of the video into a lower resolution (for example, from HDTV

to SDTV). Therefore, apart from the memory allocation and retrieval packet losses, the

recovered video also experiences compression and conversion losses in combination with

the packet losses. This scenario is identical to the case of transmission losses in case of

compressed video. Therefore, WEC algorithms that are proposed here could be applied

to storage loss scenarios with little or no modification. However, the storage error con-

cealment performance and the WEC parameters’ variation with the loss variables still

needs to be researched.

7.2.4 Perceptual Evaluation of LBR Transmission Losses

An important segment of this work is the subjective quality evaluation of videos that are

affected with transmission losses. Although there are works in literature that aim at sub-

jectively evaluating the compression defects (either their annoyance, detection thresholds,

or the quality) and taking steps to design perceptual quality metrics [94], [101], [114],

[119], not much has been done with regard to subjectively evaluating the transmission

loss defects. With the experiment described in Chapter 6 as the basis, we can set up a

series of experiments to evaluate and assess the effects of transmission packet losses on

low bit rate (LBR) encoded videos. The eventual goal of this evaluation would be to de-

velop a perceptual quality metric that assesses the video based on the annoyance created

by the transmission defects, both with and without the application of error concealment

algorithms.

151



Appendix A

Display Characterization

A.1 Display Gamma

We measured the display gamma of 17” Dell E172FP active matrix TFT LCD flat panel

display using two different instruments: (1) Minolta LS110 luminance meter and (2)

Photo Research PR650 spectroradiometer and Ocean Optics USB2000 spectroradiometer.

Detailed description about the measurement methodology and the curve fitting procedure

are given here.

In the first measurement, the display system under test was the combination of the

graphic card and the LCD display, as shown in Fig. A.1. The software program used in

this measurement varied the 8-bit RGB nominal intensity values to control the graphic

card and kept the default color lookup table settings F(R), F(G) and F(B) from the

manufacturer. In addition, the LCD display color mode was set to 24-bit colors. RGB

nominal values were varied to produce pure white, pure red, pure green and pure blue

patches for measurement in luma, red, green and blue channels, respectively. The dis-

play luminance (cd/m2) was then measured using the Minolta LS110 luminance meter.

The luminance meter head was positioned perpendicular to the display surface. After

measurement, the measured data from each channel was fitted using the gamma function:

Y = b + m · xγ, (A.1)

where b is the offset, m is the multiplicative gain and iγ is the gamma constant. The fit

was calculated using the Matlab functions nlinfit and nlpredci with 95% confidence

interval. Figure A.2 shows the measurement data and fitted curves. Table A.1 shows the

fitted parameters.

The display system under test followed the same scheme as Fig. A.1 in the second

measurement. However, the software program and the graphic card used in this mea-

surement were different from those in the previous measurement. The software program
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Figure A.1: Display system of graphic card and LCD flat panel display. In general,
software programs can control the graphic card by setting RGB nominal intensity values
and color lookup tables F(R), F(G) and F(B). The digital-to-analog converter (DAC)
translates the digital signals to analog voltages. This figure is adapted from [121] and
modified.

Figure A.2: Display gamma measurement using Minolta LS110 luminance meter. Dis-
crete points represent measured luminance values. Fitted curves are shown as well. All
nominal intensities were varied from 0 to 250 with step size of 10.
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Table A.1: Fitted parameters in the measurement using Minolta LS110 luminance meter.

Luma Red Green Blue
b 0.82646 0.57678 0.74788 0.25734
m 3.8282e-4 1.5939e-5 1.7956e-4 1.5531e-4

2.2938 2.5846 2.3452 2.094

used was the Psychophysics Toolbox developed by D. Brainard et al [122]. This Matlab

toolbox has the capability to transparently control the graphic card DAC input signals

RLUT , GLUT , BLUT . In addition, the graphic cards DAC has a 10-bit resolution. For this

reason, the maximum nominal intensity value was set to 1023 in this measurement. 30

different nominal intensity values in the range between 34 and 1023 were used.

The measurement was conducted using two different models of spectroradiometers:

Photo Research PR650 and Ocean Optics USB2000. The spectral radiance distribution,

γ, at a certain nominal intensity was taken by averaging the measured data from these two

spectroradiometers. At each nominal intensity level, the spectral radiance distribution

was measured from 380nm to 780nm at 4nm step. After measurement, XY Z tristimulus

values were calculated by evaluating the following integrals:

X = Km Y = Km Z = Km (A.2)

where Km = 683(cd·sr/W ) is the maximum photopic luminous efficacy constant and are

CIE1931 color matching functions. It should be noted that when calculating tristimulus

values Eq. (A.2) should be replaced by Eq. (A.3) because it is not possible to get

continuous spectral radiance distribution γ.

X = Km Y = Km Z = Km. (A.3)

Matlab functions nlinfit and nlpredci with 95% confidence interval were used

for the curve fitting procedure. The Y tristimulus values were plotted versus nominal

intensities in Fig. A.3. It can be seen from the figure that the highest three nominal

intensities in each channel are excluded from curve fitting procedure because they exhibit

saturation phenomena. Table A.2 shows the fitted parameters.

Comparison between fitted parameters in Tables A.1 and A.2 shows that b and m

parameters in Table A.1 are all higher than those in Table A.2. One of the reasons is that

the ambient luminance was not measured and subtracted from the measured luminance

data in the measurement using Minolta LS110. This mistake was not discovered until the

measurement using Photo Research PR650 and Ocean Optics USB2000. Fortunately, γ

parameters in Tables A.1 and A.2 are still fairly close. Therefore, this mistake does not
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Figure A.3: Display γ measurement using the average from Photo Research PR650 spec-
troradiometer and Ocean Optics USB2000 spectroradiometer. Discrete points represent
measured luminance values. The curve fitting was calculated in the nominal intensity
range between 34 and 911. The highest three nominal intensities (955,989,1023) exhibit
saturation phenomena and were excluded from curve fitting.

Table A.2: Fitted parameters in the measurement using Photo Research PR650 spectro-
radiometer and Ocean Optics USB2000 spectroradiometer.

Red Green Blue
b 0.29706 0.28397 0
m 7.0553e-7 1.123e-5 9.1495e-6

2.5727 2.3226 2.1099

significantly influence the calculation of γ parameters.

It is often the case that for quality monitors the fitted gamma functions in red,

green and blue channels all share the same γ parameter. Consequently, it is common to

normalize maximum luminance value in each channel and fit a single γ function. However,

if a single γ function is used for fitting, the fitted γ function in either measurement is

not close to the normalized data in any channel and gives significant errors in predicting

the display luminance. For this reason, we decided to use different gamma functions in

different channels. One implication of having different gamma functions is that as the

nominal intensity increases, the color gamut in the chromaticity coordinate will vary.

This variation will be shown in the next section.
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Figure A.4: Display gamuts in xy chromacity coordinate. The innermost blue triangle
with asterisk (*) end points represents the display gamut at nominal intensity 34. The
black triangle with square (2) end points represents the display gamut at nominal in-
tensity 921. The display gamuts at nominal intensities between 34 and 921 are shown in
red dashed line triangles.

A.2 Display Gamut

In order to check the consistency of display gamut as the nominal intensity varies, the

xyz chromacity coordinate values were calculated from XY Z tristimulus values in Section

A.1 by using the following equations:

x =
X

X + Y + Z

y =
Y

X + Y + Z
(A.4)

z =
Z

X + Y + Z
.

All display gamuts measured in the nominal intensities between 34 and 921 are drawn

in the xy chromacity coordinate and shown in Fig. A.4. From the figure, we can observe

the variation in display gamut with the variation in the nominal intensity. In particular,

the display gamut at nominal intensity 34 deviates maximum from display gamuts at

other nominal intensities. We believe that this variation is due to different γ parameters

in red, green, and blue channels of the measured LCD display.
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Appendix B

Video Quality Experiment
Instructions

Before the subject arrives:

1. Log in to the server.

2. Make sure that NumLock is activated.

3. Double-click on the Video Quality Experiment icon.

4. Click on start.

After the subject arrives:

Sit the subject in the chair, centered in front of the LCD monitor. The subject should

be adjusted backward or forward to get a distance of 80cm from the screen of the LCD

monitor. The most comfortable position for the subject tends to be leaning forward

slightly with forearms or elbows on the table.

Read the following instruction to the subject:

1. “This study is concerned with evaluating (rating) the visual quality of videos and

their effect on human viewers. We are not concerned with the content of the videos.

We are interested in whether or not you see any differences in visual quality in the

videos that we will show, which one you feel has a higher quality, and how you

evaluate the quality of the videos.

2. “First, a set of reference video sequences will be shown to you. These clips will be

of good visual quality. These are shown to set the scale for judging video quality.

The best video in this set will be assigned a quality value of 100. Nevertheless,

there may be some impairments and defects in these sample clips as well. Once

the reference clips are shown to make you aware of the measure of visual quality,
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a set of sample clips are shown to give a feel of the different kinds of errors and

their ranges, followed by multiple trials showing different video clips. You have to

observe and rate their quality based on the reference clips as reference.

3. “Prior to each trial, you will look at the center of the screen of the video monitor.

You may move your eyes during the presentation of the clip. You will be presented

with two video images on each trial, one on the LEFT and the other on the RIGHT.

The video images shown on both sides are the same. Each trial will last 10 seconds.

The distance from the monitor to your eyes is important during the presentation.

Try not to lean forward or backward. The indicator to your left shows the distance

at which your eyes should be.

4. “Boxed spaces will be available on the LCD monitor at the bottom of the LEFT

and the RIGHT videos to input your rating for each video in every trial. Do not

spend a lot of time thinking about your responses. We want to know your initial

impressions.

5. “You have to indicate the quality of both LEFT and RIGHT images with refer-

ence to the quality of the best reference clip which has a quality of 100. Indicate

your evaluation of both the LEFT and RIGHT clip qualities by entering values in

proportion to the quality in the corresponding spaces given on the response screen.

For example, if you found the quality of the left clip to be twice as good as the

reference clip, then enter 200 in the space marked LEFT, and if you found the

quality of the right clip to be half as good as the reference clip, then enter 50 in the

space marked RIGHT. If you find the videos to be exactly as good as the reference

video, enter the value of 100.

6. “You will be indirectly indicating whether you noticed any difference in the quality

of the LEFT and the RIGHT video clips in the region of the image at any time

during the clip by either assigning the same rating or a different rating to the LEFT

and the RIGHT videos.

7. “If you assign a different value to each of the LEFT and the RIGHT video clips,

you are instructed to indicate a higher value to the video which you find to be of

higher quality, and a lower value to the other video. For example, if you find the

LEFT video clip to have a higher quality than the RIGHT video clip, then you

should assign a higher value to the LEFT video clip than the value you assign to

the RIGHT video clip.
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8. “Once you indicate your quality values, you have completed the evaluation for that

trial. You will then be shown another pair of LEFT and RIGHT video clips after

which you will respond to the same questions. The computer will start showing

the next video clip as soon as you click on the <NEXT> button. Please let the

experimenter know if you have any questions with regard to the procedure.”

9. [Show the original clips by clicking on the <REFERENCES> button. Watch five

video clips by clicking on the <NEXT> button after each video clip. The program

allows the subject to go back and forth by clicking on the <BACK> and the

<NEXT> buttons, respectively. At the end of the fifth video, a <SAMPLES>

button will appear where the <NEXT> button was previously located. Do not hit

on the <SAMPLES> button yet. Let the subjects look at the reference videos and

get a feel of what the quality value of 100 looks like.]

10. [Click on the <NEXT> button to proceed with the rest of the reference clips.]

11. “Do you now have a good idea of what the reference rating of 100 looks like? Do

you have any questions?

12. “You will next see a set of five sample video clips. These clips are presented to

give you a reference to set the scale for rating the video clips. The defects and

impairments that you see in these clips extend from very light to heavy. Therefore,

some of the videos are of very good quality and some others are of very poor quality.

Nonetheless, you might find a better quality video clip or a worse quality video clip

in the main experiment.”

13. [Show the sample clips by clicking on the <SAMPLES> button. Watch the five

sample video clips by clicking on the <NEXT> button after each clip. The program

allows the subject to go back and forth by clicking on the <BACK> and the

<NEXT> buttons, respectively. At the end of the fifth video, a <PRACTICE>

button will appear where the <NEXT> button was previously located. Do not hit

on the <PRACTICE> button yet. Let the subjects look at the sample videos and

set a scale for rating the video quality.]

14. “Before we start the experiment, you will have five practice trials to be sure that

you understand the task. Once you finish assigning your responses to each trial,

you can go to the next trial by clicking on the <NEXT> button. You will respond

in these trials just like you will in the main experiment. You can choose to go the

main experiment by clicking on the <MAIN> button at time during the practice

session. Remember that you have to indicate your responses to both the videos
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based on your preference of the LEFT and the RIGHT videos and the reference of

100. Remember to press <NEXT> after entering the quality values. We will not

use the data from the practice trials, so do not be concerned if you make a mistake

here.

15. [Start the practice trials by hitting the <PRACTICE> button.]

16. “Do you have any questions?

17. “You can take a break at any time by entering your answers for the most recent

video, but waiting to hit <NEXT> until you are ready to go on. You should stop if

you are confused about what to do, if you realize you have entered data incorrectly,

or if you need a break. You cannot stop the video from playing or go back and fix

the data from a previous clip after you hit <NEXT>. If, by accident you enter

some wrong responses, watch the next video and then tell the experimenter what

your responses should have been. We will go back and fix these later.

18. “There are 150 clips in the experiment and it takes approximately 45 minutes to

complete, if you do not take any breaks.

19. “Do you have any questions?

20. “At the end of the experiment the experimenter will ask a few questions. Start

the experiment by hitting the <MAIN> button. Then enter your first and last

names and hit <NEXT>. Finally, when you are ready to start the experiment, hit

<START> button.

21. [Start the experiment.]

22. [At the end of the experiment, ask the following questions and write down the

answers:]

• “How would you describe the differences in quality in the video clips that you

saw?

• “Did these clips differ in more than one feature? If so, what features varied?

• “In your judgement, what made some of the videos better than others?”
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