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Introduction

Linda M. Scott
University of Illinois

Rajeev Batra
University of Michigan

From Bill Moyers to Marshall McLuhan to Raymond Williams, cultural observers
of the late 20th century have charged the images of consumer culture with pro-
found effects on life and consciousness. In tones of utter certainty, critics like these
have warned of the deleterious effects persuasive commercial imagery has on the
human mind, the collective behavior, and the society’s values. Folk beliefs about
the powers of advertisers to manipulate viewers from behind the screen of con-
scious rationality have shown remarkable steadfastness since they first appeared
on the scene in the 1950s. Whether the discourse occurs in a tavern or a lecture hall,
the power of persuasive imagery has become one of the given premises of post-
industrial life.

It is remarkable in light of all that has been claimed to find how little, even at
the dawn of the 21st century, is really known about the human response to visual
images, including those of persuasive intent. Despite the almost religious tone
of conviction that attends charges of “manipulation” or “subliminal seduction”
through pictures, the hard evidence that such effects can be consistently produced
is simply not there. Instead, researchers who have chosen actually to investigate
how consumers respond to the visual aspects of advertising, packaging, and other
corporate signs have discovered that the questions are much more complex, the
phenomenon more subtle, the viewers sturdier, and the sense of certainty more
elusive than most observers have taken the time to imagine.

We have been fortunate, as the editors of this volume, to have attracted the par-
ticipation of the leading scholars in the area of consumer response to commercial
imagery. Several who have investigated particular phenomena—such as the effects
of visual tropes or the response to corporate logos—have offered here a reflective
account of their journeys of inquiry so that a wide range of readers can share and

ix



X SCOTT AND BATRA

appreciate the difficulty of studying an issue that has been so broadly oversimpli-
fied in cultural commentary. What emerges from the total of what is contained
here is a sense of the enormous challenges presented by the complexity of the mes-
sages, the subtlety of the mental processing, and the contextual contingencies re-
flected in consumer response. The outcome of any attempt at visual persuasion
seems extremely difficulty to analyze, let alone predict.

The book begins with an overview section intended to situate the reader in the
discourse. The first essay, “Persuasion by Design: The State of Expertise on Visual
Influence Tactics,” describes the state of knowledge in both academic research and
actual practice. Malkewitz, Wright, and Friestad conclude that academic research
has only just begun to scratch the surface of the question of response, whereas the
practical literature is so wholly focused on production issues that it offers nothing
to suggest professionals have access to a secret trove of persuasive powers. The sec-
ond entry, “A Review of the Visual Rhetoric Literature,” by Keith Kenney and Linda
Scott, is a bibliographic essay designed to provide both an overview and concrete
sources for scholars to pursue. The remainder of the book is divided into four sec-
tions, “Image and Response,” “Image and Word,” “Image and Ad,” and “Image and
Object.”

IMAGE AND RESPONSE

Although all of the essays are more concerned with consumer response than is tra-
ditional in academic writing on commercial imagery, we have chosen to highlight
the issue of response in titling the first section. Through these four essays, the
reader can discover the difficulty encountered even in investigating the basic influ-
ences, processes, and effects of “mere exposure” to imagery. In the first essay, Jane
Raymond of the Centre for Experimental Consumer Psychology at the University
of Wales begins by illuminating the impressive task that the brain performs in
scanning the visual field, selecting items for attention, and organizing the stimuli
presented in a comprehensible and usable way. The idea that visual information is
merely absorbed unproblematically and without the engagement of the brain—a
prejudice that so often underpins cultural criticism—falls immediately under her
expert account of what actually occurs in everyday visual response. Raymond goes
on to discuss the attentional limitations of this remarkable system, suggesting that
the rapid-fire nature of today’s advertisements may be delivering information in a
way that results in message loss during “blinks” caused when the brain pauses to
process. A practical inference from the evidence Raymond presents would be that
advertisers who want to be sure their messages are fully comprehended should
either present simple ads or repeat complex messages often enough that audiences
have multiple opportunities to attend to the whole message. But these two seem-
ingly obvious conclusions are the grist for the next few essays and the questions
raised therein resurface often, sometimes in unexpected places, throughout the
remainder of the book.
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In the literature on response to advertising, for instance, there are two appar-
ently contradictory phenomena that produce a conundrum for those who study
the effects of frequent exposures. In the late 1960s, Robert Zajonc demonstrated
experimentally that people form a positive feeling toward images to which they
have been previously been exposed, a phenomenon that came to be known as the
“mere exposure effect.” Within a few years, however, this account was challenged
by Daniel Berlyne, whose studies suggested that the positive effect produced by
familiarity had limits: Eventually, the viewers would become bored and the affect
toward the stimulus would turn negative. Furthermore, over the course of the next
two decades, studies that investigated the response specifically to advertisements in
repeated exposure consistently showed that although people initially responded
positively to repeated ads, they eventually would respond negatively if the expo-
sures were repeated often enough. This effect, referred to as the “inverted U curve,”
had the additional advantage of being intuitively consistent with our everyday
experience of the cute ad that becomes annoying after excessive exposure. From
a research point of view, however, the inverted U response to advertising was in
contradiction to the mere exposure effect that had been demonstrated on other
images. Thus, an explanation was required.

The essay by Winkielman, Schwarz, Reber, and Fazendeiro argues that the effect
of an image on viewers is a function of the experience of processing, rather than any
formal property of the ad itself. As part of this argument, they propose that the
pleasant experience of “visual fluency” that can occur as an outcome of repeated
exposures is what causes viewers to prefer familiar images, rather than the mere
fact of repetition. Their position is that any condition that makes an image easy to
process (e.g., darkness, lightness, clarity) will cause that image to be preferred,
regardless of whether the picture has been previously viewed. Thus, repeated expo-
sure would be expected to cause a positive feeling toward the image, but because
of the increased visual fluency achieved through repeated exposure, not because of
the exposure per se. Winkielman et al. qualify their argument in an important way,
however, by proposing that the visual fluency effect will be mitigated by the
viewer’s expectations about the ease of processing. So in a case where ease of pro-
cessing is expected, the positive affect of visual fluency would not occur. Instead,
we might even expect boredom or irritation. One condition in which easy process-
ing would be expected is, of course, repeated exposure.

In contrast, Nordhielm builds on the same literature to suggest that the level of
processing produces different attitudes toward the ad in repeated exposures. She
offers evidence to demonstrate that when an image is processed in a shallow man-
ner, the positive affect from repeated exposures will increase. But, she says, if an
image is processed in a deeper manner, such that the viewer elaborates on its seman-
tic meaning, the U-shaped pattern of response will occur with repeated exposures.
Nordhielm furthermore demonstrates her thesis by showing that a single feature of
an ad may be repeated with positive effect, even though an entire ad that is repeated
will eventually produce the legendary U-shaped curve. Indeed, she suggests that
putting familiar elements in an ad can help to produce a positive feeling toward the
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ad as a whole. Such thinking is consistent with advertising practice, in which slo-
gans, logos, and trade characters are repeated in each ad, but other elements are
varied to avoid consumer boredom. However, Nordhielm’s position goes against
Raymond’s suggestion somewhat because it suggests that the minimal processing
that occurs when the brain’s attentional limitations are surpassed will result in pos-
itive affect, rather than confusion. Returning to the Winkielman thesis, we might
hypothesize that the acquisition of fluency over repeated exposures, but minimized
processing, might have a positive effect on attitude, too. Yet both essays suggest that
the very information absorption Raymond says gets lost without enough time to
process is what causes viewers to eventually get bored and irritated.

The next essay adds a radically different element and produces a major depar-
ture in its conclusion. Building also on the literature on familiarity versus novelty
effects, Pimentel and Heckler offer a fascinating narrative of their own research
into consumer response to altered logos. The extant literature on exposure effects,
they suggest, would predict that, over time, consumers would become bored with
logos and characters like the Prudential Rock or Betty Crocker. Thus, it would
seem that the impulse of graphic designers to update these logos periodically is
well advised. The question is, how much change should be allowed? To answer this
question, they bring in the discrepancy hypothesis. This hypothesis suggests that
small changes to a familiar stimulus will be preferred over the original because of
novelty effects, but that radical changes will be seen as negative. The support for
this thesis includes Haber (1958) and Conners (1964), who used varying water
temperatures and simple geometric images, respectively. After several studies that
attempt to build on these works, however, Pimentel and Heckler found that they
could not demonstrate the effect suggested by these earlier studies when using
logos. Instead, they found that the most familiar version of the logo was always
preferred, although small changes were acceptable. No boredom effects were found,
even for logos that had gone unchanged for decades.

In querying the respondents, Pimentel and Heckler discovered that the cultural
meaning associated with the logo was most often cited as the key factor affecting
attitude. In subsequent studies, they found that meanings associated with the logo
(in the case of Tony the Tiger, such meanings would include not only the cereal,
but the “grrrrreat” slogan, childhood experiences, and so on) were by far more
important to response than were visual properties. They concluded that the simple
shapes from the Conners study, which were designed specifically to have no asso-
ciated meaning, were not comparable to logos for the purpose of theorizing re-
sponse. Further, Conners’s own findings had not been as strong as Haber’s; thus,
the jump even from the psychophysical to the psychological had, perhaps, been
one too far. Thus, Pimentel and Heckler propose that social judgment theory is
a better explanation for the response to a logo than those offered to explain re-
sponses to stimuli that have less cultural content.

In social judgment theory, the familiar logo (or other complex image) would
provide a frame of reference for incoming messages, thus serving as an anchor
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much as the adaptation level did in the Haber and Conners studies. However, in
social judgment theory, the individual judges new messages as acceptable, as long
as they are relatively close to/consistent with the original reference point. If
found to be within the range of acceptance, the message will be subject to an
assimilation effect that causes the new material to seem even more consistent
with the original referent than it actually is. When a message diverges signifi-
cantly from the frame, however, it is not only rejected, but viewed as being more
divergent than it actually is.

If we return to the previous three essays with this new information about logos,
the problem of commercial imagery can be seen to be gaining in complexity. (The
essay by Goossens offers a model that addresses some of the complexity in these
issues.) In contrast to Nordhielm, for instance, Pimentel and Heckler imply that
familiar logos are preferred because of the complex meanings associated with
them, which suggests that semantic processing does not necessarily lead to negative
affect when repeated and elaborated over time. Furthermore, with reference to
Winkielman et al., the fact that the logos in the study had been used for decades
suggests that the visual fluency—probably gained through multiple exposures—
did not ultimately result in boredom in spite of the high degree of familiarity that
certainly would have produced an expectation of easy processing. Instead, the lay-
ering of multiple meanings on the image seems to have mitigated against the over-
familiarity that would have otherwise resulted—a phenomenon that would be
hard to characterize simply as “easy processing.” Rather, the phenomenon seems to
be more consistent with Raymond’s position in that the multiple exposures had
allowed the viewer to add information to what was initially just a simple image.
Such a complex act of cognition does not seem beyond the sophisticated mental—
visual system Raymond describes, but it does bring the question of visual response
to a new level of complexity. At this point, we are not just dealing with perception
of a picture, but with specific, complex semantic meaning associated with that pic-
ture. Thus, we are necessarily stepping over the traditional Western conceptual
boundary that separates “picture” from “word.” The next section in the book,
“Image and Word,” explores that boundary in a response context.

IMAGE AND WORD

Although it is common to assert a clear separation between words and pictures,
culture presents us with many instances in which the line is blurred. One of these is
the corporate logo, which, although often pictorial in nature, communicates on an
abstract level usually attributed to words. In fact, corporate logos have strong simi-
larities to pictographic writing, in which pictorial signs are given, through social
convention, meanings that cannot be inferred through mere object recognition.

A pictorial logo with complex semantic meanings that are broadly shared is an
example of something widely recognized in non-Western, nonalphabetic writing
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systems, such as modern Chinese or ancient Egyptian. Variously called a picto-
graph, logograph, petroglyph, or hieroglyph, such a sign refers by convention (i.e.,
through social agreement) to a concept that cannot be pictured through resem-
blance, but does not make use of an alphabetic code for translation of sounds
(sometimes pictures of homonyms—a form called a rebus—are used, however).
Logos, like pictographs, often retain traces of resemblance to some aspect of cor-
porate symbology—the Disney ears, Merrill Lynch bull, and Prudential rock are
examples—but the meanings have been expanded greatly beyond concrete pic-
turing to include the metaphorical, fictive, and conceptual. In some instances,
such as the Lucent circle, the relationship is purely conceptual. In others, a con-
crete picture is used, but the associations are conceptual rather than iconic—as in
the Apple logo. When we engage thoughtfully with the number of images in con-
sumer culture that have that kind of semantic power, we can begin to appreciate
that the boundary between picture and word is not as clear-cut as we in the West-
ern alphabetic cultures often presume. Obviously, among those viewers who come
from nonalphabetic cultures, those boundaries would be different, perhaps even
less clear.

The essay by Nader Tavassoli takes us into the issue of word—image relation-
ships by investigating whether readers from logographic systems process writing
differently from readers of alphabetic systems. In “Scripted Thought,” he concludes
that different forms of script can, independent of language, affect thought in im-
portant ways. Part of this is due to the different cognitive processes involved in
reading logographic versus alphabetic scripts. For instance, English, as an alpha-
betic script, is based on the encoding of discrete sounds. Thus, writing in English
is read using greater reliance on the short-term memory’s phonological loop. On
the other hand, Chinese relies more on visual short-term memory. Such differ-
ences, as Tavassoli shows, have an impact on what is noticed and remembered by
respondents from these two cultures. As consumer culture globalizes, such find-
ings will have important practical implications. However, from a purely theoretical
point of view, the implications are potentially even greater. Tavassoli, like several
others in this volume, reminds readers that pictures and language are merely two
codes for representing thought. Thought itself is in neither form, but is currently
believed to operate at a level “above” representation— perhaps more abstract,
perhaps more basic, perhaps its own “meta” language. Thus, some of the popular
theories that underpin criticism of commercial imagery—which consistently
privilege the relationship of language to thought—would fall out of bed with con-
temporary knowledge. More to the point at hand, the example of logographic
scripts—in which, as with corporate logos, the boundaries between word and
image are often fluid from an alphabetic point of view—may cause us to rethink
the degree of separation that actually exists between these two “codes.”

Luna and Peracchio also aver that pictures and words are both codes the mind
uses to represent a more abstract system of meaning. Thus, the language properties
they describe in their article raise important questions about what properties the
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“visual code” might have and whether that varies by culture. For instance, although
Western viewers see pictures as more “concrete” and less “conceptual” than words
—Luna and Peracchio discuss evidence for this—we might ask whether Chinese
viewers, who use a writing system having many pictographs that denote concepts,
would respond in the same way. Such questions raise further issues about the over-
lap between these two “codes.” Luna and Peracchio’s work, like that of Tavassoli,
is likely to become increasingly important with the globalization of consumer
culture. As they point out, the population of the world is largely bilingual at this
time because of the premium placed on learning English for a number of activities
from business to research. Thus, their report of the use of pictures by bilinguals to
aid in the processing of accompanying verbal messages in the second language can
be seen as an important future issue.

The questions investigated by Mani and MacInnis contribute to our apprecia-
tion for the complexity of the interface between word and image. The objects of
their inquiry are not the pictures that we see in ads or elsewhere in the environ-
ment, but the mental images we create in our minds. Their review concerns the
findings of research into the effects of instructions to imagine, whether given in
words or pictures—or both. The findings from this research stream are as yet
inconclusive when applied to advertising, as the authors discuss. Some of the rea-
sons thought to be contributing to the variability of results are, however, instruc-
tive for the broad topic of visual persuasion. Here we find that the quality of the
instructions to imagine may themselves have an effect on the response. If, for
instance, the instructions occur in an obviously persuasive context— especially an
advertisement—the response demonstrated in nonpersuasive contexts often does
not appear. (This effect is reminiscent of some studies cited in Winkielman et al.
and Nordhielm where viewers who were informed of the “intent” of stimulus
manipulation did not evidence the same response as those who were not told.)
Sometimes the instructions to imagine seem “exaggerated” or “too obvious” to
respondents, causing the effect to be insignificant. Finally, whether the instructions
themselves are appealing in terms often important to ads (e.g., executional ele-
ments, product benefits, medium) also has an effect.

If we take into account all the issues raised thus far—the probability of bore-
dom or irritation caused by a repeated message, the importance of cultural associ-
ations to the evaluation of a logo, the overlap between word and image observable
when complex meanings are introduced, the invocation of skepticism when pre-
sented with an ad rather than a nonpersuasive message—we are stepping closer to
asocial, textual model of visual persuasion rather than a sensory or perceptual one.
Yet many of these ideas are perfectly consistent with our shared experience of
advertising as consumers. Most of us, after all, enjoy a clever ad at first, but soon tire
of it as we are “bombarded” by its repetition. Most of us have experienced the
nostalgia of familiarity for an old logo. Most of us throw up our defenses a little
bit (sometimes a lot) when we see an advertisement. It’s a commonplace that some
ads are better than others; because of the “executional elements” (music, story,
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character), we actually like some of them. We also “know,” however, from our own
experience that our personal reactions to an ad are not the same as everyone else’s.
Our children like ads we find annoying, for instance. Beer ads sometimes insult
feminists; condom ads outrage conservatives. And so on.

At this point in our analysis, we are in fact emerging into one of the oldest fields
of human inquiry, rhetoric. A study of persuasion based on understanding the
audience and its cultural context, adapting form to overcome boredom and skep-
ticism, and dressing up an argument in an appealing way, dates at least to Aristotle.
Many are surprised to learn that rhetoric comprised the backbone of higher edu-
cation in the West through the Middle Ages and into the modern period. Indeed,
in the early American university system, degrees in rhetoric were among the first,
the most primary, the most popular, and the most respected. In the age of science,
however, rhetoric fell into disrepute. That situation changed radically in the mid-
20th century as the result of the influence of Kenneth Burke. This literary critic and
philosopher broadened the scope of rhetoric to include not only political oratory
(as was its traditional focus) but commercial applications and other more com-
monplace instances. He applied the principles of rhetoric to many examples,
but, more importantly, paved the way for those who followed to apply rhetorical
thinking to a broad range of forms, including images and even culture itself. The
anthropology of Clifford Geertz, which so profoundly affected that field in the last
quarter of the 20th century, was solidly and admittedly based on Burke. So, too,
was the work of Michael Baxandall, who had a major impact on art history by
applying rhetoric to architecture and painting. Others have now applied rhetoric
to forms from music to dress to film. The writers whose essays form the next
section draw from rhetoric to study advertisements. Like the authors in the other
sections, however, they share a strong interest in investigating actual consumer
response. Thus, their approaches differ slightly from those traditionally found in
more humanistic fields—they are concerned with using concepts borne of rheto-
ric to explicate consumer response, often adopting scientific methods to do so.

IMAGE AND THE AD

As if the mental processes underpinning visual response were not complex enough,
this section adds to our appreciation for the exquisite variations among advertis-
ing texts—and the resultant variability in response, not only to different ads, but
among different viewers of the same ad. The first essay explicates the research of
Edward McQuarrie and David Mick, who made a major contribution to the study
of consumer response by focusing on the effects of complex rhetorical forms that
are represented in commercial images, particularly the visual trope. In this essay,
McQuarrie and Mick delineate between two orientations to research questions in
the area: one focused on “the human system that processes the visual elements”
and one concentrating on “the visual elements within the ad system.” Their own
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objective is to bring text-oriented disciplines, such as rhetoric and semiotics, to the
investigation of human response in such a way that the two approaches can be bet-
ter integrated. They aver that text-centered approaches offer not only “guidance in
differentiating text properties” but also the potential to link the different text prop-
erties with response outcomes. As we have seen from the previous sections, the
stimuli used to investigate response to persuasive visuals tend to be quite simple.
Indeed, when Pimentel and Heckler used logos to test response—visuals that are
formally fairly simple, but culturally complex—they concluded that the difference
between these stimuli and the sensory stimuli or simple geometrics used in the
foundational literature had not only produced a contraindicated response, but had
also raised questions about the advisability of generalizing from the results of stud-
ies using simple stimuli to predict the effects of more meaningful pictures. Thus,
the direction of the McQuarrie and Mick argument seems to extend the path of the
previous sections in the focal shift toward understanding and categorizing actual
ads, rather than attempting to “build up” from simpler stimuli.

The Mick and McQuarrie research stream is a rich one, with many provocative
issues that could be pursued in future research. However, two particular findings
seem to warrant highlighting here because of their relationship to other essays
contained in this book. First, the general finding of the McQuarrie and Mick work
so far has been that ads with tropes are more memorable and pleasant for con-
sumers, apparently because of the cognitive challenge involved in resolving the
initial incongruity typical of tropes. This finding tends to contradict Winkielman
etal., who say that the simpler a visual is to process, the better people will like it. On
the other hand, the Mick/McQuarrie postulates about the response to schemes
versus tropes appear to fit well with Nordhielm’s findings on superficial versus
depthful processing. Finally, the finding that viewers from other cultures were not
able to resolve the incongruity of a trope—and thus did not “get it” or respond
positively—raises questions that tend to magnify the overall issue of cultural dif-
ference in orientation to visuals, as mentioned by Tavassoli and by Luna and Per-
acchio. Thus, although Mick and McQuarrie travel far afield from psychology to
bring literary tools to the question of visual persuasion, their findings do, in fact,
seem to interface nicely with the state of the investigation.

The next chapter, by Michael Mulvey and Carmen Medina, investigates a phe-
nomenon that presents a challenge to conventional wisdom in both literary stud-
ies and psychology. So far, the studies that have investigated the impact of spokes-
persons in advertisements have focused on flat constructs such as attractiveness,
credibility, or likeability. Such studies presume that consumers will respond posi-
tively to those who are good-looking, believable, and amiable. Yet, clearly, there are
far more subtle differences among the people who appear in ads. And a large num-
ber of ads contain characters who are not beautiful (Alice Cooper for Marriott),
not credible (Joe Isuzu), and not likeable (Mr. Whipple). Further, the measure-
ment of abstract qualities ignores the narrative context in which characters often
appear. The commercial stories can themselves present the characters in either a
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positive or negative way, thus potentially affecting the viewer’s evaluation. Mulvey
and Medina, using ideas borrowed from both Aristotle and Burke, have devised a
study in which the ability of viewers to identify and interpret the signs (visual and
verbal) that communicate character is demonstrated. They then go further to show
that viewers use these cues as the basis for forming identifications with a charac-
ter—or choosing to reject the character as being dissimilar either to themselves or
their values. The inclusion of visual cues (everything from gesture to clothing) in
the basis for identification is, as the authors point out, completely consistent with
classical rhetoric as defined by Aristotle. Yet literary critics often attempt to argue
that rhetoric is not applicable to visuals, asserting that only words can constitute an
argument (see the review by Kenney and Scott in this section).

Persuasion through sexual imagery also would not be included in rhetoric
according to literary traditionalists—yet it is widely believed in American culture
that goods can be sold with naughty pictures. The next article, “Promises, Prom-
ises” by Lambiase and Reichert, explores the viability of erotic rhetoric. It is worth
highlighting that these authors have reviewed the extant empirical research on the
impact of sexual appeals in advertisements—only to report that no evidence cur-
rently exists to suggest that such appeals are, in fact, broadly effective. In addition,
they raise a question that dovetails well with the findings by Mulvey and Medina.
As the study on character showed, some viewers will identify with a character in
an ad, whereas others will reject the same character because they either don’t see
themselves as similar to him or her or don’t share the same orientation to the
product/service. Much of the (at this point speculative) literature claiming pro-
found effectiveness for sex appeals presumes a heterosexual, male identity for the
implied viewer. Yet, as these authors point out, ads are often viewed by women
as well as men, and by homosexuals as well as heterosexuals. This variability in
sex and sexual preference would surely lead to differences in response to sexual
imagery—thus calling into question the broad-based claims often made for the
power of sexual pictures based on a male heterosexual orientation. The variability
in response also, however, has important implications for the broader investigation
of visual response. To the degree that response among consumers is systematically
variable—that is, by age or gender or other identifying segmentation scheme—
then studies of visual response will have to address the social influences on re-
sponse. Clearly, if different viewers have varying responses to the same image
exposed under the same conditions, then explanations will have to reach beyond
formal features and the conditions of exposure.

The next two essays explore the phenomenon of visual metaphor. The first, by
Amy Wiggin and Christine Miller, discusses the interaction between verbal and
visual content in producing an overriding metaphorical argument, particularly
within the narrative context of television. The second, by Barbara Phillips, focuses
on categorizing different types of visual figures and posing related research ques-
tions. In both cases, the topic itself calls traditional literary criticism into doubt.
It is common among more conservative critics to argue against the existence of
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visual metaphor on the basis that a distinction between tenor and vehicle cannot
be made in the same way that it can be in a verbal metaphor (see the review by
Kenney and Scott for more on this issue). The highly figurative visuals so prevalent
in advertising should cast doubt on this antiquated notion, but they should also
cause psychological theorists to adjust their own reference points. Much of the
theorizing and testing in the psychology of response is based on the assumption
that pictures are merely referents, via resemblance, to objects in the real world. But
the average consumer, who is called on many times a day to make sense of a range
of highly fanciful visual metaphors and trade characters, is clearly doing some-
thing that goes well beyond identifying object analogs.

IMAGE AND OBJECT

The multiple ways that an advertisement may represent objects— particularly
products—points to a key difference between commercial imagery and other
kinds of picturing. Ads are placed with intentions toward purchase, which itself
will involve either a concrete object in the form of a product or a concrete experi-
ence in the delivery of a service. Thus, the text of an ad reaches outward into the
world of actual experience toward the concrete objects we see, use, and know in
practical reality. The purpose of this last section is to try to carry the inquiry of
visual response over the bridge toward object interaction.

The first essay, by Garber and Hyatt, begins with an exhaustive and fascinating
analysis of the literature on color response. The authors then go on to demon-
strate, using a new methodology, the complexity of the consumer interface with
package colors, as it has unfolded in their own research. What emerges is an impor-
tant path into the thicket of yet a third “system”—both the human system and the
ad system, as identified by Mick and McQuarrie, must eventually come into con-
tact with what Jean Baudrillard has called “the system of objects” The object
world, as Garber and Hyatt make so clear, is far from a purely sensory or strictly
utilitarian experience. Even such a basic component as color is shown to have
differing effects depending on the product category, the brand, various features
and ingredients (flavor, for instance), the environment in which the package
appears, the cultural assocations with a particular color, and so on. This very smart
article shows in a complete and articulate way that the system of objects must
be conceptualized as thoroughly and subtlely as the “ad system,” if the “human
system” is to be successfully explained.

The chapter that follows on graphic design describes a methodology created by
Howard Moskowitz and Richard Bernstein. This article describes an application of
conjoint methodology to designing “optimal” product design by quantifying and
evaluating the many components of a package design decision.

Jonathan Schroeder also looks at imagery in cyberspace, but does so with a long
historical view, providing in the process a fascinating study in the iconography of
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service provision. In “Building Brands: Architectural Expression in the Electronic
Age,” he documents and explains the meaningful history of classical architecture
and the way it has been adapted over hundreds of years to communicate desirable
properties in banking, such as stability, prestige, and so on. He then goes on to
show how today’s financial institutions still include this architectural iconography;,
now thousands of years old, to communicate the desirable properties of money
management in the age of the internet. As Schroeder points out, the image of an
edifice in a given bank’s website or brochure may not even be its own building—
may not even exist in real life—but will be included as a semantically rich symbol.
Here again, then, we see the influence of a picture that borders on the turf normally
conceded to words—an image that is not included for the purpose of concrete ref-
erence but to articulate a complex of concepts. The viewer who “reads” these pic-
torial symbols must have prior knowledge that allows him or her to comprehend
the message. This prior knowledge is clearly culturally, historically specific, and so
raises yet again the kinds of questions that Pimentel and Heckler, as well as Tavas-
soli, bring to our attention, with implications for the kinds of studies being con-
ducted by Winkielman et al., Nordhielm, and Luna and Peracchio. Thus, although
the Schroeder analysis goes a long way into history and art, it returns with impli-
cations that are important for the ongoing investigation of human response to
pictures.

“No One Looks That Good in Real Life!” by Wood, Solomon, and Englis
addresses a controversial issue in the matter of advertising effects. For the past 30
years, the presumed negative impact of beautiful female images on women’s self-
esteem has been a concern of feminists and others, such as mental health profes-
sionals. This essay first reviews the studies that try to quantify and demonstrate
these effects. As with the literature on sex appeals, the results are, at best, inconclu-
sive. These authors go on to construct an exploratory study that investigates the
relationship between viewers’ estimates and evaluations of their own bodies and
images of themselves in the context of online clothing purchases. Here the tech-
nology provides a new opportunity to investigate the interface between self, self-
perception, the actual body, the body image, the commercial image, and the pur-
chase. Online sites now include models that can be altered to reflect the viewer’s
own measurements, hair color, and so on. Although these models of the self are
still pretty crude, they provide an important alternative condition to consumers
looking at clothing as pictured on supermodels. The findings of Wood et al. are
provocative, even at this early stage in the technology.

The final essay brings the question of persuasion through form to the object
itself. Dora Horvath investigates the meanings attributed to a newly popular object
in Hungary, the mobile telephone.

Having traveled a path that has gone from the precise working of the brain in
processing visual stimuli all the way to the history of classical architecture, the
reader of this volume will, we hope, have a new respect for the complexity of
human visual response and the research that is trying to explain it. Few of the folk
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theories that find their way into academic work can accommodate the nuances we
have seen here, nor could they contemplate the many difficult questions that still
remain. Some of the most intractable of these ideas—such as the sex appeal belief
and the fear of beautiful images of women—seem considerably less robust when
looked at empirically. Perhaps the most heartening conclusion, from the viewpoint
of those who believe in the damaging effects of commercial imagery, is the picture
of the human viewer implicitly painted here. The respondents in these studies are
skeptical, culturally situated creatures who cannot be consistently “manipulated”
through mere exposure to visual tricks, but instead respond in ways so subtle and
provisional as to have escaped easy analysis. The research needed to fully respect
the capabilities of the human viewer when confronted with persuasive imagery is
still to be done.
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In this chapter we assess the accumulated expertise on visual persuasion in Amer-
ican society at the beginning of the 21st century. Attempts to influence and per-
suade others via the strategic alteration of visual stimuli occur on a grand scale in
modern American society. It may seem tempting to view this deluge of human-
generated visual stuff as evidence in itself that practical expertise in visual persua-
sion is highly advanced. If so, experts in visual persuasion would operate to craftily
control our visual world’s elements and thereby predictably alter our everyday
thoughts and behavior in ways they intend.

However, our analysis suggests that practical expertise in applied everyday
visual persuasion is not very well developed. Effective persuasion is fairly difficult
to achieve in real world practice. Knowledge about influence and persuasion tac-
tics is a societal good. It is widely shared within a society. The psychology of suc-
cessful persuasion is complex. And the rate of change in the technologies for visual
communication available to a prospective influence agent is very high, making
technological mastery in itself quite challenging.

To gain better insight on this, we asked the following questions. As best we can
tell, what is the current state of the art in applied visual persuasion? What do

3
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experts in the practice of visual influence know, as evidenced in their writings and
teachings across domains of the applied visual arts and behavioral sciences? In
practice, how effectively can the most knowledgeable of these experts apply what
they know to engineer visual persuasion in a predictable and precise manner? How
does the everyday knowledge of lay people about visual influence tactics and prac-
tices compare to that of experts?

The actual domain of attempted visual influence in society is very broad. To
realistically assess the knowledge base available in society to guide a prospective
agent of influence, we surveyed the literatures in many realms of potential visual
manipulation. We examined what teachers, practitioners, and researchers had to
say about visual manipulation and persuasion in the following diverse areas of
human thought: cognitive psychology, social psychology, evolutionary psychology,
architecture, urban design, landscape design, visual culture broadly defined, prod-
uct design, graphic design, applied and theoretical aesthetics, still photography,
television and film, computer games and virtual reality, media literacy, illusions
and magic, advertising, and consumer behavior. In addition, we three augment
this state-of-the-art study with what we have learned from our own professional
experiences over the years. These include working closely with professional prod-
uct designers and advertising agencies.

We exclude the visual reading of verbal language from our discussion. To
include language reading would, we feel, trivialize the discussion and distract us
from this volume’s goal of separating visual persuasion from persuasion in gen-
eral. Of course, visual stimuli are often used in conjunction with written lan-
guage in persuasion attempts. We return to this situation later because it rep-
resents a particularly problematic one in terms of exploiting visual communi-
cation.

PERSUASION BY DESIGN

In everyday usage the term design often implies the manipulation of visual ele-
ments. We employ it here in that sense and in its broader meaning. Intentionality
is at the heart of persuasion. Thus, successful persuasion can only occur by design,
that is, via a scheme or plan conceived in the human mind to engineer an intended
change in someone’s mental states that is instrumental to their performing an
action sought by the agent. We state this basic idea to remind readers of what
persuasion is not. It is not simply any manipulation of stimuli that produces some
(coincidental; unpredicted; unintended) psychological effect on others. Nor is it
merely the production in others of an intended psychological effect that in itself
is not at all or only weakly related in actuality to the ultimate production of the
intended behavioral effect. For example, expertise in getting attention is not in
itself necessarily an indicator of persuasion expertise (despite the well-known
importance of getting attention as a stage setter).
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PRACTICAL EXPERTISE IN VISUAL PERSUASION

Practical expertise would enable a person to do one or both of the two persuasion
related tasks: (a) persuading others, and (b) coping with others’ attempts to per-
suade oneself. What would someone with advanced practical expertise in visual
persuasion be able to do more effectively than someone with typical everyday
common sense expertise? How are the two distinguishable?

Persuading Others

The truly advanced expert at persuading others would be able to exploit more valid
and refined knowledge about four things:

1. Mental states expertise: The basic mental states psychology of persuasion
and attitude change.

2. Production technology expertise: The technical manipulations of visual
elements possible with visual materials and within visual media to alter the visual
content available to observers.

3. Strategic persuasion expertise: The strategic manipulations of particular
visual elements and patterns of visual-verbal elements to predictably influence
multiple targeted mental states of particular observers, including attention, per-
ception, associations and beliefs, affective feelings and attitudes, emotions, in-
tentions, and so on, in ways predictably and strongly instrumental to an intended
persuasion goal, within particular contexts and situations.

4. Persuasion research expertise: The qualitative or quantitative testing of
visual presentations to assess their actual persuasive effects in a given context, and
the ensuing adjustment of visual presentations based on this learning to make
them more situationally effective.

Coping With Others’ Persuasion Attempts

The expert at coping with others’ attempts at visual persuasion would have to pri-
marily exploit mental states expertise and strategic persuasion expertise. That is, to
cope effectively, a person needs basic mental states understanding and the capac-
ity to effectively recognize and interpret the intentions behind human-produced
visual manipulations. However, being advanced in persuasion coping does not
seem to require advanced production technology expertise. That is, someone does
not have to grasp the technology of producing, say, digital photographs or curved
polycarbon steel tools to be able to recognize and cope with the intended visual
manipulations of an advertiser or product designer. To cope well, someone needs
only to know about the types of technical manipulations currently possible—for
example, to know that photos can be digitally doctored, to know that artificial
materials can be made to closely resemble rocks and stones, and so on. Nor does
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coping expertise require persuasion research expertise, as the coping task does not
itself entail effects measurements or tactical fine-tuning.
However, practical coping expertise would include one other type of skill:

5. Persuasion coping expertise: The capability to practice effective psycholog-
ical and physical self control so as to functionally manage (permit; correct and
modify; thwart) intended visual persuasion, once intent is suspected.

ACQUIRING PERSUASION EXPERTISE

How might some individual or enclave acquire special expertise on using visuals
to persuade others? This could presumably happen if they were somehow able to
make sizable gains in insight over their lifetime in one or more of the areas just
cited, which then separated them from everyday lay people’s commonsense under-
standings. This can occur from extensive education and training by enclaves of
professionals (scientists; educators), if the professionals have an advanced, com-
municable, coherent, and valid body of knowledge to pass along. It can also occur
if individuals invest themselves in domain-specific expertise building throughout
adulthood. Practical expertise continues to increase over the life span under cer-
tain conditions.

However, the emergence of expertise in visual persuasion depends on a gap
developing between what individuals know (that is valid) and what the everyday
commonsense beliefs are in a society. Several factors work to keep that gap from
growing very large in a short time period. One is our historical evolutionary legacy
of social intelligence. A second is the relative scarcity of scientific knowledge on
visual persuasion and persuasion in general. A third is the pervasive exchange of
ideas and information on social influence practices that occurs in everyday society.
Observers have pointed out how interested people have been throughout history
in persuasion knowledge, how important persuasion-related task efficacy is to
everyday life, and consequently how much continual sharing of information on
persuasion takes place within societies (Friestad & Wright, 1994). This social shar-
ing mitigates against the outbreak of advanced expertise, except for brief historical
moments and particular types of knowledge. A fourth is rapid change in the visual
presentation production technologies and capabilities, which must continually be
mastered by prospective visual persuasion agents merely to generate visual stimuli.
This preoccupies practitioners with continuing education on production technol-
ogy expertise.

We searched through a lot of literatures to see what is known. In this search, we
basically looked for evidence of whether the people who “ought” to display special
advanced expertise on these topics do indeed display it. If so, what type of expert-
ise do they display? We also examined what evolutionary psychologists are now
proposing about the evolution of the human mind and of special domains of
human intelligence. We next attempt to summarize what we learned.
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HUMAN SOCIAL INTELLIGENCE IS HIGHLY EVOLVED
AND HIGHLY VISUAL

There has been an outpouring of research and writing on evolutionary psychology
in the last decade or so. This work has been done by people originally trained in
biology and anthropology as well as trained psychologists and art theorists. Exam-
ples include Aiken (1998), Baron-Cohen (1999), Byrne & Whiten (1997), Dis-
sanayake (1992), Gigerenzer (1997), Power (1999), and Whiten (1997, 1999). Their
goal is to understand the evolution of the human mind by understanding its func-
tional rationale as an organ suited for performing essential recurring human tasks.

Several ideas are germane to us here. First, the visual system has been the under-
pinning to the evolution of the human mind. Second, social intelligence has driven
much of the mind’s evolution. Taken together, these ideas mean that from the start
humans have been developing and refining their capabilities to effectively use visu-
als in communication and social influence activities. This refinement went on for
along, long time before the development and wide use of written communication.
Third, the evolution of a mental states psychology, and with it the capacity to
understand human intentionality, was a critical process in our evolutionary his-
tory. This implies that by this time in our evolution there is a well-developed,
widely shared mental states intelligence that all humans are by and large equipped
to exploit during their lives.

Developmental psychologists have uncovered the emergence within children of
a working “theory of mind” starting at about age 6 (Astington & Jenkins, 1995;
Bartsch & London, 2000; Kline & Clinton, 1998; Malle, Moses, & Baldwin, 2001;
Roedder John, 1999; Wellman, 1990). That is, children all demonstrate a grasp of
the essentials of a belief—intention folk psychology, which they refine and elaborate
as a basis for social cooperation and competition throughout life. To the extent
that this provides a fairly high “floor” under the achieved visual persuasion expert-
ise of all people, it suppresses the emergence and sustenance of substantial expert-
ise advantages by groups of experts.

SCIENTIFIC RESEARCH ON VISUAL PERSUASION
ADDS LITTLE TO FOLK PSYCHOLOGY

By and large, scientific theories of persuasion and communication are not well
developed yet. If anything, the latest efforts to summarize and make sense of the
scattered disparate empirical findings dramatize this state of relative ignorance
(Eagly & Chaiken, 1993; Friestad & Wright, 1994). More frustrating for our pur-
poses, theories of persuasion have not developed in ways that deal well with visual
stimulus effects or visual media effects per se. For example, in testing a theoretical
proposition about a persuasion tactic (say, threat or reciprocity), researchers have
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relied on stimuli of all types—written, spoken, visuals of all sorts—and in all
combinations, without keeping track of or theoretically pondering how specific
visual manipulations per se are contributing to achieved persuasion.

Theories and research that do try to directly account for visual effects and, most
commonly, effects due to visuals of various sorts in conjunction with verbal rhet-
oric paint a very daunting picture. This work indicates how sensitive the effects
from visual-verbal combinations are to small alterations in one or another aspect
of the overall message, and how difficult it is in practice to use visual elements to
achieve high control over even the basic processes of attention, association and
elaboration (e.g., Anand & Sternthal, 1989; Bither & Wright, 1973; Campbell,
1995; Campbell & Kirmani, 2000; Debevec & Romeo, 1992; Hodge & Tripp, 1986;
Kiselius & Sternthal, 1984; Maclnnis & Price, 1987; McQuarrie & Mick, 1999;
Meyers-Levy & Peracchio, 1995, 1996; Miniard et al., 1991; Scott, 1994; Unnava &
Burnkrant, 1991; Wright, 1979). The complexities suggested by current research
are made even more daunting by the realization that in experimental studies the
researchers often have to tweak and try out many different visual stimuli or visual—
verbal patterns in pilot tests before choosing the stimuli they finally report on.

What about the simple psychological notion of “attention”? At the least, isn’t
knowledge of attention well developed? Well, yes and no. Attention has been the
topic of human thought and discourse for centuries, ensuring that much of what
is readily knowable about everyday attention getting and attention holding is part
of everyday folk knowledge. Indeed, primates demonstrate an understanding of
tactical visual distraction because signals of attentional focus by others are readily
discernible and the value of distraction in simple influence situations readily learn-
able through observation and trial (Whiten, 1997, 1999). All of us understand how
to get attention in a broad heavy-handed sense and recognize others’ attention get-
ting tactics fairly easily. But beyond the most obvious, control of visual attention is
not all that well understood (Ericksen & Murphy, 1987; Farah, 1988; Gregory,
1997; Hatfield, 1998; Laberge, 1995; Mack & Rock, 1998; Posner, 1995; Ramachan-
dran & Hirstein, 1999; Sewall, 1999; Wright & Ward, 1998). Metaphoric definitions
(often evidence of a commonsense psychology at work) by researchers include a
filter, a skill, a resource, a “spotlight beam” within which processing is enhanced,
and a glue that binds features together, and specific paradigms have emphasized
attention’s supposed capacity, selectivity, control, relation to arousal, or relation to
elaborative (Wright & Ward, 1998). Current researchers on the control of visual
attention are outspoken in admitting how poorly developed their theories are.

PRODUCTION TECHNOLOGY EXPERTISE AND TRAINING
DOMINATES ALL DOMAINS OF APPLIED VISUAL ARTS

We diligently scanned the abundant writings in various domains of applied visual
arts. This included writings in:
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Architecture, landscape, and environmental design (Alexander, 1979; Alexan-
der, Ishakawa, & Silverstein, 1977; Bloch, 1979; Braudel, 1979; Choay, 1997;
Dreyfus, 1951; Eco, 1986; Fisher, 2000; Hall, 1998; Heidigger, 1971; Lefebvre,
1991; Preziosi, 1979; Pye, 1978; Robinson, 2001; Sommer, 1983; Spirn, 1998;
Sutton, 2001; Vanderburgh & Ellis, 2001; Willis, 1999).

Photography, film, and video (Barry, 1997; Beilin, 1991; Block, 2001; Bolter
& Grusin, 1999; Cartwright, 1995; Damer, 1998; Forrester, 2000; Gibson,
1979; Messaris, 1992; Mitchell, 1994; Newton, 2001; Ninio, 2001; Poole, 2000
Silverblatt, 1995; Solomon-Godeay, 1991; Virilio, 1994; Wade, 1990; Zettl,
1990).

Graphic design, product design, and visual culture (Abram, 1996; Arnheim,
1974; Blauvelt, 1997; Bloch, 1979; Bloch, 1995; Caplan, 1982; Cutting &
Vishton, 1995; Danto, 1998; Davis, 1998a; Davis, 1998b; de Certeau, 1984;
Gombrich, 1973, 1984; Hollins & Pugh, 1990; Illich, 1973; Jencks, 1995;
McCoy, 1998; Mirzoeff, 1998; Norman, 1988; Panati, 1987; Panofsky, 1955;
Penrose, 1973; Petrofsky, 1985; Reynolds, 1998; Sanoff, 1990; Tufte, 1983, 1990,
1997, Ulrich & Eppinger, 2000; Veryzer & Hutchinson, 1998; Wild, 1997).

This review enables the following generalization: The shared knowledge avail-
able in visual presentation domains is saturated with production technology informa-
tion. By and large, the visual persuasion expertise of those in society most directly
engaged in and trained for visual communication concerns the practical details of
“how to produce a particular type of visual stimulus.” This is totally understand-
able, given the enormous complexities of mastering the use of modern technolo-
gies for making buildings, televised images, physical objects, pictorial renderings,
digitized images, and so forth. These technologies of production keep changing at
a very rapid pace. Just keeping up with the “how to produce it” knowledge that
grows exponentially must preoccupy professionals.

As an example, someone trying to master the art of still photography or film
must learn how to manipulate a multitude of variables: framing, angles, focus
depth, lens width, exposure, aperture opening, shutter speed, film type, filters,
color balances, contrast, image size and shape, cropping, fade-ins and fade-outs,
dissolves, cuts, zooms and dollies, pans, screen splits, and so on. Even worse, their
production expertise must cover the juxtapositions of visual images and audio
sounds. They must establish production mastery in both traditional contexts and
newer ones, such as computer games, digitized photography, photorealistic graph-
ics, virtual reality, ubiquitous computing systems, and more.

In bridging their expertise from traditional media into the realm of supposedly
new media, they must confront the issue of how much to import and how much to
create anew, in their production tactics. For example, during the 20th century, the
photographic image seemed to present us with a secure authentic credible repre-
sentation of a reality. For over a hundred years, when we saw a photo we tended to
trust in what it showed. We knew that photo images could be doctored, but for a
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long time the doctoring was fairly detectable. Photography was believed. That is
no longer true. Photography is now almost entirely suspect, because of the new
digital editing capabilities that even lay people can master. The practical uses of
photographic images must therefore be rethought by visual communication pro-
fessionals.

The necessity of concentrating on production technology education as a bed-
rock for visual persuasion practical expertise means, however, that gains in the
other aspects of visual persuasion expertise must be sacrificed. An individual can
only gain valid expertise in a limited domain during some time period. If technical
information in that narrow domain keeps changing, its mastery requires continual
attention.

Thus, the writings and teachings in the applied visual arts fields provides only
basics about the mental states psychology of human communication and social
influence. Budding experts in architecture, graphic design, film, TV and photog-
raphy, and product design do not as a matter of standard practice also acquire
expertise on social influence or the psychology of communication. The touch-
points in the visual arts literatures with advanced scientific psychology are few.

ASSESSING INDIVIDUALS’ PRACTICAL EXPERTISE
IN VISUAL DESIGN AND PERSUASION OVER THE
LIFETIME: A RESEARCH FRONTIER

Individuals can of course get extensive practice over their lifetime in the construc-
tion and presentation of visual stimuli in particular persuasion venues (Alba &
Hutchinson, 1987; Baltes & Staudinger, 1996; Berg, 2000; Chi, Glaser, & Farr, 1988;
Ericsson & Smith, 1991; Friestad & Wright, 1994, 1995). This appears to be the
route by which someone may acquire synthesized expertise that integrates an
advanced production technology expertise with an advanced mental states psy-
chology expertise and advanced strategic persuasion expertise. This seems like a
daunting learning task, however, and the number of individuals who concentrate
attention on it persistently and successfully may be fairly limited.

Little is now known about lay people’s or purported experts’ attainments in this
form of expertise as they progress through adulthood. Children, adolescents and
adults all appear to have a ready ability to note and interpret visual tactics in the
context of advertising (Boush, Friestad, & Rose, 1994; Campbell, 1995; Hodge &
Tripp, 1986). But evidence of this in other contexts is scarce (Malkewitz, 2000).
Measurement of visual persuasion expertise is an important challenge. There are
few existing measurement instruments that have been validated. Measuring prac-
tical expertise is a fairly recent undertaking (Malkewitz, 2000; Sternberg et al.,
2000), but this is a vital research activity if our understanding of visual persuasion
by design is to increase.
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For the first half of the 20th century in America, rhetoric was primarily the domain
of speech teachers, who gave practical advice about influencing audiences through
public oratory, radio announcing, drama, debate, and town meetings. The writings
of classical rhetoricians like Plato, Aristotle, Cicero, and Quintilian were used to
teach students how to choose and speak their words. Although visual elements like
facial expression, posture, dress, and gesture were then, as always, encompassed by
rhetorical principles, the emphasis was so squarely on verbal aspects of communi-
cation that many came to identify rhetoric with language.

In the second half of the 20th century, much about both the expression and
conceptualization of persuasion changed. Although graphical rhetoric had be-
come finely tuned in the posters and magazines of the early century, the explosion
of television in the postwar period foregrounded the visual conduits for per-
suasion with greater impact and urgency. Not only were political movements
increasingly orchestrated around “photo opportunities” like marches and sit-ins,
but the “image management” of politicians became central to campaigns from the
1960 Kennedy—Nixon debate through the saxophone-playing “sound bites” of Bill
Clinton. Throughout these five decades, the growing importance of a new con-
ceptualization of rhetoric, advanced by philosopher and literary critic Kenneth
Burke, was felt in academic disciplines from literature to art. In this new approach
to persuasion, nonverbal forms were more prominently included. And, in turn,
other areas of study—anthropology and even economics—were recast and rean-
alyzed in rhetorical terms. Thus, by the end of the century, a major shift had
occurred on two fronts: Not only was the idea of “persuasion” being expanded to
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cover the enormous proliferation in nonverbal forms of communication, but rhet-
oric itself broadened to become a major theory informing not only the study of
literature and speech, but of culture, art, and even science.

This book takes as its subject the response of consumers to commercial forms
of visual persuasion. Several of the essays contained here include specific refer-
ences to rhetoric, both classical and contemporary. Others, although not drawing
from rhetoric per se, are fundamentally rhetorical in their focus on the impact of
persuasive materials upon human attitudes, cognition, or memory. Thus, this vol-
ume shows the imprint of the rhetorical turn in late 20th-century thought. This
bibliographical essay is intended to provide an orientation to the theoretical issues
of visual rhetoric, as well as a comprehensive list of references dealing with visual
communication in a rhetorical framework. Importantly, one thing that became
quite clear from reviewing the existing literature on visual rhetoric is that most of
this work speculates broadly about the effects of particular messages or forms on
audiences, but very little has actually investigated response empirically, whether
through experiments, surveys, interviews, or any other method. So it is our hope
that this bibliography will prove useful for scholars who, after reading this book,
wish to pursue a rhetorical line of inquiry in empirical research.

To this end, we offer the following outline. First, we discuss the broad theo-
retical issues that confront an application of rhetoric either to visual messages or
to material artifacts. Obviously, pictorial texts (ads), concrete objects (products),
and combined forms (packages) must be addressed in the study of consumer
response. After glossing the theoretical issues, we demonstrate the application of
rhetoric to a broad range of ads and products, using the literature included in the
bibliography, as well as advertisements as exemplars. Three different approaches to
rhetorical analysis are included: classical, Burkeian, and “critical.” Finally, we
briefly discuss the path of inquiry into consumer response. And, of course, the list
of references at the end of this chapter is a key part of its value.

The search for relevant literature was conducted from a communications per-
spective. First, Communication Abstracts was searched for the years 1978 to 2000

» < » »

using the descriptors “rhetoric,” “rhetorical analysis,” “rhetorical strategy,” “rhetor-
ical theory,” “visual advertising,” “visual arts,” “visual communication,” “visual ele-
ments,” “political rhetoric,” and “presidential rhetoric.” Next, the following elec-
tronic databases were searched: Art Index (1984-2000), Dissertation Abstracts
(1861-2000), ERIC (1966-2000), Philosopher’s Index (1940-2000), Psych INFO
(1887-2000), and Sociology Abstracts (1963—2000). For these databases, the follow-
ing descriptors were used: “visual rhetoric,” “visual persuasion,” “visual argument,”
“visual propaganda,” “visual ideology,” and “visual politics.” In addition, descrip-
tors restricted to title only were searched as follows: “rhetoric” and “pictures,”

» < » <

“rhetoric” and “design,” “rhetoric” and “painting,” “rhetoric” and “images,” “rheto-

ric” and “video,” “rhetoric” and “photography,” “rhetoric” and “architecture,” “rhet-
L <« . » . <« » « *» « . »

oric” and “memorials,” “rhetoric” and “cartoons,” “rhetoric” and “comics,” and

“rhetoric” and “film.” Of course, articles also were identified via the ancestry
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approach (tracking research cited in already obtained relevant studies). The review
was restricted to published sources. Conference papers, dissertations, and Internet
sources were sometimes read but were not included. In the end, 172 sources were
obtained, all of which are included here.

THE RHETORIC OF THE VISUAL

Aristotle defined rhetoric as “the faculty wherein one discovers the available means
of persuasion in any case whatsoever” (1991, p. 36). Although the phrase “available
means” clearly gives permission to go beyond speech, many academics vested in
the power of the word (e.g., professors of English or speech) have insisted on de-
fining rhetoric as the exclusive province of verbal language. Furthermore, such fac-
tions often try to constrain the practice of rhetoric to particular venues— debates,
editorials, and so on—despite the long-standing claim that rhetoric can be used
“in any case whatsoever.” Therefore, much of this introduction addresses questions
about and objections to the notion of “visual rhetoric,” as well as its applicability
in the “discourse” of advertising, packaging, and trade.

Kenneth Burke opened out the scope by declaring rhetoric to be use of symbols
to persuade creatures who by their nature respond to symbols (1945, 1950, 1966,
1967). Just as others have defined humans by their use of tools, Burke defined
Homo sapiens as the symbol-using animal. Thus, accepting the notion of “visual
rhetoric” swings largely on being able to include pictures (and other cultural signs,
such as numbers and objects) as a type of symbol. Although semiotics has defined
pictures as symbols since the lectures of Ferdinand de Saussure and the writings of
Charles Peirce, there has been a tendency to classify pictures as “iconic” or “index-
ical” signs, thus implying a kind of “natural sign” (Mitchell, 1986, and see also
Barthes, 1971). Typically, a rhetorical framework is based the assumption that the
symbols of discourse are “conventional.” That is to say, the symbols are based on
social agreement, not resemblance or cause, and therefore are arbitrary in nature.
Thus, if we assert that pictures are merely signs of resemblance, then they cannot
be arbitrary or conventional—and thus are not the stuff of rhetoric. Such a classi-
fication unfortunately dovetails with a long-standing Western prejudice—known
as “copy theory” —that assumes pictures signify merely by resembling objects in
the real world (see Scott, 1994a). This prejudice, in turn, stands on two historical
peculiarities about Western culture: the techniques of representation in its art, and
its use of alphabetic writing systems.

The conventions of “realistic” representation in Western art date only from the
15th century, although picturing has been common among humans for millions
of years. Other cultures and other times have used different geometries of repre-
sentation to “reflect reality” when they chose to do so (Hagen, 1980). However, the
assumption that the purpose of picturing is to reflect reality is also peculiar to
Western culture—it is equally valid (and more common) in other cultures to use
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pictures to evoke or depict other realms, such as the spiritual and the fictive (see
Scott, 1994a). Ironically, it is not difficult to see that art in the Western world fre-
quently pictures the “nonreal” —religious painting and advertising trade charac-
ters being just two prominent examples—but the notion that pictures signify
through resemblance to actual objects is nevertheless intransigent in both theory
and research.

Equally problematic are the blinders created by alphabetic script. Again, irony
emerges if we consider that when Aristotle was first setting forth the principles of
rhetoric and poetics, the technology he was using—alphabetic writing—was new.
The Greek alphabet, invented around 750 B.C.E., was the first to encode speech
using symbols for sounds. For at least three thousand years prior to that break-
through, humanity had been writing with some adaptation of picturing, in the
form of pictographies and syllabaries. The earliest of these was the Mesopotamian
cuneiform (3500 B.c.E.), but Egyptian hieroglyphs and Chinese ideographs are
now better known. In each case, however, these rich and sophisticated civilizations
used picture-based symbols to create extensive literatures, write elaborate philoso-
phies, and account for extensive trade, as well as for many other purposes from
grand to mundane. The contention that pictures cannot argue or “be discursive,”
therefore, is clearly rooted in ethnocentricity: The full scope of human history
shows pictures, not alphabetic words, as the primary mode of discourse (Goody,
1968; also Scott, 1993).

A little understanding of the way world pictographies work will help us to
address another issue that is commonly controversial in the debate about visual
rhetoric. All known pictographies are initially based on a principle of resemblance;
however, the immediate limitations of such a system have caused all of them to
make adaptations in order to accommodate concepts, actions, nonvisible qualities,
and proper names. In each case, the solution is formed through a convention
whereby the juxtaposition of other symbols, the addition of some abstract shape,
the use of a particular color, or stylization is used to reach beyond the principle of
resemblance. Thus, although the system remains pictorial, it is no longer based on
resemblance but on shared cultural understanding (or convention) (Goody, 1968).
Again, in Western culture, we have many such conventional symbols: the American
flag, the Lucent logo, and the peace sign are a few.

The capability to interpret such symbols clearly depends on shared cultural
experience. Indeed, many important scholars have argued that even the most real-
istic photograph depends on a shared symbolic system of picturing, present in the
culture for hundreds of years and enculturated in each viewer from birth (here the
pioneering work is Gombrich, 1960). Thus, a truly rhetorical approach to visual
communications includes the firm premise that the making and viewing of pic-
tures is fundamentally a culture-based practice, just as is writing and reading. That
means, in turn, that culture is “present” in all pictures, not just some of them.

As important as the concept of “convention” is the principle of “selection.” Clas-
sical criticism is based on consideration of all the possible choices available to a
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communicator, followed by identification and evaluation of the communicator’s
choices, given a particular audience at a particular moment:

A rhetorical critic is interested in why an artist chose to deal with certain topics (and
not others); why the artistic elements chosen were structured as they were (and not
some other way); why certain characteristics of the medium are emphasized and
others are not; what purpose, among all those possible, seems to be governing these
choices; and to what audience the work addresses itself with what potential effect.
(Medhurst & Benson, 1984, p. x)

In pictures, the principle of selectivity is always at work, despite the common asser-
tion that images simply show things “as they are.” Art theorist Nelson Goodman
wrote:

“To make a faithful picture, come as close as possible to copying the object just as it
is” This simple-minded injunction baffles me; for the object before me is a man, a
swarm of atoms, a complex of cells, a fiddler, a friend, a fool, and much more. If
none of these constitute the object as it is, what else might? If all are ways the object
is, then none is the way the object is. I cannot copy all these at once; and the more
nearly I succeeded, the less would the result be a realistic picture. (Goodman, 1976,

pp- 6-7)

Kenneth Burke (1966) defined each individual instance of rhetoric as a “sym-
bolic action” in which someone is trying to get someone else to do something (or to
think or feel something). To that end, the one producing any rhetorical text will
select from among a range of options the word, tone, color, view, or tune that he or
she feels is most likely to have the desired effect among the intended audience.
Obviously, that “effect” depends on the accurate communication of the intended
meaning, as well as other rhetorical possibilities such as being pleasing to the eye.
Because each visual view of an object necessarily excludes some or all of the other
views (if we see the front, we don’t see the back; if we see it in sunlight, we don’t see
it in moonlight), then all pictures are unavoidably selective and, therefore, irre-
trievably rhetorical. The rhetorical intention is articulated by the selection of one
view instead of another. Thus, in pictorial rhetoric, the persuasive intent is as man-
ifest in what is not shown as in what is shown. Further, it is axiomatic that how
something is shown is as important as what is shown.

Here an example may be helpful. Consider, for instance, that there is only one
way to spell “cat,” but there are many ways to say “cat”: feline, calico, kitten, une
chatte, and so on. Further, the tone in which each of these words is articulated,
as well as the accompanying words, would affect exactly what was being said by
a given statement (and therefore what symbolic action was being accomplished).
Similarly, there are many ways to show even one particular cat (sleeping, running,
from the front, head only, tail only, and so on), in addition to many kinds of cats
that can be shown (Siamese cats, toy cats, fat cats, Halloween cats, the Cat in the
Hat). Further, there are many manners for showing a cat (a photograph, a sketch,
an abstraction, a cartoon, an Impressionist style, a Surrealist style). Finally, there
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are any number of visual contexts in which to place the cat (angry on a fence at
night, sleeping on a sofa, walking on two legs while wearing a tall hat). Thus, the
selection of the view of the cat, the type of cat, the visual context, and the manner
for picturing will affect what is being said in a particular image (and therefore what
symbolic action is being accomplished). In each case—verbal or imagistic—the
basic operation is rhetoric and the underpinning machinery includes both con-
vention and selectivity.

Implicit in such a model of communication is the provisional nature of the
signs. If there is no one image of “cat,” but always many potential images, all of
which are strictly dependent for their communicative power on the viewer’s prior
experience with pictures of cats (and not some deeper structure of language), then
the statement’s persuasive impact (or failure) is utterly situated in a particular
moment and audience. This “situatedness” or “provisional” approach to language
is completely consistent with the classical roots of rhetoric, as well as being pro-
foundly in tune with its late 20th-century incarnation.

In classical rhetoric, the public and contextual characteristics of speaking were
emphasized, as was the contingency of situations. Rhetoric was public in that it
affected the entire community and was typically performed before law courts, leg-
islative assemblies, and celebratory gatherings of citizens. The relationship between
language and meaning was contextual because the meaning of a particular figure
of speech, narrative, or example derived from the particular experiences of a par-
ticular audience addressed by a particular speaker at a particular moment. Situ-
ations were contingent because their decisions could not be based upon any neces-
sary or certain knowledge. Unlike philosophers who use logic, or scientists who use
systematic, empirical and objective investigation, or artists who wish to create
works with timeless quality, rhetors rely on probability and they seek timely and
fitting action (Lucaites, Condit, & Caudill, 1999).

Contingency is one of the elements that separates rhetoric from other prevailing
language theories, including semiotics. With semiotics, messages are made of signs
and conveyed through sign systems called codes; meaning is derived to the degree
that the receiver of the message understands the (generally arbitrary) code. In
rhetoric, on the other hand, meanings are flexible; they depend on the interaction
of audience and communicator. Thus, in late 20th-century terms, rhetoric is more
clearly aligned with reader response theory and poststructuralism rather than with
New Criticism or structuralism or any other essentialist (or formalist) view.

What this “antifoundationalist” theory of communication means for consumer
response is extremely important. First, the provisional view of signs (or text)
means that no one word or image will be consistently more “effective” than any
other—it would depend entirely on the audience and the situation. So research
that tries to find the one color or one typeface that is “better” for advertisers to use
in all cases and circumstances is, from a rhetorical perspective, doomed to failure.
Similarly, cultural criticism that posits either some unseen “system” through which
advertisers “manipulate” consumers or that argues for the consistent power of a
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particular type of appeal (like sex in advertising) is equally misguided. The effec-
tiveness of any appeal would depend entirely on the confluence of speaker, audi-
ence, product, and history. (For this reason, historical analysis becomes one of the
main methods of rhetorical inquiry.) Most essential, perhaps, is that the rhetorical
view empowers the audience in the conceptualization of communication. A viewer
who understands a provisional code that she or he invokes as needed and responds
to selectively, according to the situation, is a far more intelligent, active, and resist-
ant viewer than any traditional writing on consumer response allows, particularly
where pictures are concerned.

The whole concept of visual rhetoric is grounded in an expanded notion of
both pictures and language. This view further relies on a much longer and broader
look at the nature and means of human communication. In a rhetorical approach
to picturing, the full range and power of visual statements are included, even
fiction and quantification (see especially the works of Edward Tufte on quantifica-
tion and pictures, 1983, 1990, 1997). Nevertheless, a large number of articles cited
here are concerned primarily with either declaring that pictures cannot be rhetoric
because they are missing some specific property of words or arguing against some-
one making such a proposition. The issues may be broadly broken into two groups,
one in which some presumed inability of pictures is compared to an ability of
words and a second group in which some presumed property of mental processing
is used to discredit visuals as a mode for rhetoric. The first group of arguments can
be itemized as follows:

1. That pictures cannot make arguments, particularly those in which there
are both a premise and a conclusion (see Birdsell & Groarke, 1996; Flem-
ing, 1996).

2. That pictures cannot point out the weaknesses in another argument (see
Lake & Pickering, 1998).

3. That pictures are not discursive, cannot engage in debate.

The idea that pictures cannot make arguments relies heavily on a standard that is
not applied equally to speech or writing. Those taking this position insist that an
argument must have two steps, for instance, a premise and a conclusion as in a
syllogism. However, there are many examples of arguments and argument types
in which one part of the argument is unspoken but understood (especially the
“enthymeme”). It seems only reasonable to allow that some parts of an argument
might be unseen but understood (see Bostdorf, 1987; DeSousa, 1984; DeSousa &
Medhurst, 1982; Edwards, 1997; Edwards & Winkler, 1997; Jameison, 1992; Med-
hurst & DeSousa, 1981; Morris, 1993; Sewell, 1987).

It also seems clear that pictures can, indeed, point out weaknesses in an oppos-
ing argument. For instance, in Fig. 2.1, pictures of the residue left after cleaning a
stain with Clorox Clean-Up’s competitors are used to demonstrate their poorer
performance. Here we can see that the pictorial evidence makes a case for the
“hero” brand, specifically by showing the weaknesses of the “opponents.” This
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Stain cleaned with Stain cleaned with Stain cleaned with
fantastik All-Purpose Cleaner Lysol All-Purpose Cleaner Clorox Clean-Up

Maybe the others should be called
“Almost-All-Purpose Cleaners”

Clorox Clean-Up cleans, disinfects and even removes tough stains.

It’s the one all purpose cleaner that actually does it all. What a concept.

Stains shown are embedded Blackberry,  fantassik is 2 registernd trademark of 5.C. fohnson & Sons Inc Lysol i a rogiste of Reckitt Benckiser n

It's from _CLORDX — S0 it's more than clean.

FIG.2.1. Image shows opponent’s weakness.

“argument” obviously occurs within a larger discourse about products, benefits,
and effectiveness. This direct attack by Clorox may very well elicit a response from
Fantastic or Lysol. Either of them might, for instance, play on common consumer
fears by showing a picture implying Clorox Clean-Up took not only the stain but
also the color out of a household surface. When we consider all the messages
among these competitors, a competitive and contentious discourse emerges. The
debate does not take place face to face or even all in one place, as in ancient Greece.
In a mass communications society, however, few debates of any kind take place at
one time and in one location. Even face-to-face debates between political candi-
dates are rare—instead, individual candidates make a series of speeches at various
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locations that address issues and attack the stances of the absent opponent or pro-
duce commercials that do the same thing. No one would argue that a single politi-
cal speech was not part of a discourse if the opponent were not actually present to
answer, nor if the speaker did not explicitly outline a competitor’s platform along
with his or her own. Indeed, much of contemporary analysis centers upon written
and recorded political speech—editorials, political advertising—in which there
is no dialogue, strictly speaking. Instead, the discourse is understood to be more
pervasive, to occur across time and media (linguistic and visual), and often to be
implicit rather than explicit. The same is true for visual, commercial rhetoric—
both pictures and words are being used as discursive elements in an ongoing com-
mercial debate.
The second group of objections can be listed as follows:

1. Words are processed sequentially, whereas visuals are processed “all at
once” (see Hart, 1997, for discussion).

2. Visuals must be translated into words before they can be understood
(Bonsieppe, 1963; Condit, 1990; Meltzoff, 1970; but see also Rosteck,
1994, and Blair, 1996).

Both of these premises are contradicted by what is currently believed in psychol-
ogy and neuroscience about the mental processing of pictures. As several writers
in this book discuss, the nature of thought is not currently believed to be either
verbal or visual, but to operate at a more abstract level. And, as Jane Raymond
discusses in her chapter of this book, the processing of visual perception, com-
prehension, and reaction is very much one that occurs “in time” or “sequentially.”
Further, many ads, the one in Fig. 2.1, for example, are constructed for a viewer
who will likely look at the elements in a particular sequence (see also Scott, 1994a,
1994b). Finally, it is unclear why sequential processing should be a necessary ele-
ment of rhetoric. It has been axiomatic in rhetoric since classical times that the
communicated character of the speaker (which is not a linear sequence of signs,
but an overall impression constructed of appearance, expression, and posture, as
well as word choice and voice tone) is of key importance. Dating to the late 18th
century, elaborate elocutionary manuals show all possible hand movements, pos-
tures, and facial expressions that might accompany and embellish the delivery of
a speech (Kostelnick, 1996). Today the visual rhetoric of face-to-face communi-
cation is treated under headings such as kinesics (body language) and proxemics
(study of how speaker distance, posture and touch affect interpersonal communi-
cation). Mulvey and Medina in this volume make excellent use of both classical
and contemporary rhetoric in their investigation of the way consumers interpret
all these cues in inferring character from an advertisement. American Sign Lan-
guage (as well as pictographic writing and other nonalphabetic forms) is expressed
(and presumably “processed”) sequentially, yet is also a visual medium that in-
cludes whole visual words and tonalities communicated through facial expression
in addition to “letters.” Indeed, it is helpful to remember that alphabetic writing
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is, after all, speech made visible and thus can itself be considered a visual form. With
these examples in mind, the very idea that persuasion can only occur through se-
quentially decoded signs seems like a case of grasping at straws—and thus throws
the alphabetic bias of the writers into high relief.

The first articles about visual rhetoric that turned up in this search were written
by Bonsieppe in 1963 and 1965. Since then, arguments for a visual rhetoric have
been advanced by Allen (1996), Barton and Barton (1985), Bernhardt (1986,
1996), Kostelnick (1989, 1990, 1994, 1996), Robinson and Schraw (1994), Tebeaux
(1988, 1991), Tovey (1996), Twigg (1992), and Varga (1989). Other critics have
applied rhetoric as an interpretive strategy to various visual artifacts, such as book
illustrations (Brizuela, 1998), logotypes (deCosio, 1998), theater posters (Ehses,
1989), Mexican currency (Salazar, 1998), and stamps (Tapia, 1998). Like many
studies that draw on semiotic and rhetorical theories, these articles provide a sys-
tematic and nuanced analysis of messages, but they assume that various visual and
verbal elements convey meanings and they assume the effects of the messages.

THE RHETORIC OF THE OBJECT

Objects themselves participate in rhetoric through their design and the circum-
stances of their use. Design reflects the intended application and, sometimes, the
objects that will be used in connection with the same practice, as well as cultural
aesthetics. Circumstances of use affect the associations members of the culture
connect with the object—whether it is appropriate for a holiday occasion, whether
it is a “status symbol,” and so on. In every case, the overriding influence of culture
and history are crucial in giving the object rhetorical power.

Let’s begin by considering the rhetorical implications of a simple object’s ap-
pearance. Buchanan (1989), for instance, wrote about spoons in the common
building block terms of rhetoric: “logos” or logic, “pathos” or emotion,” and
“ethos” or ethics/character. All spoons, he argued, have the same mechanical logic
(logos) although they may be made of different materials and have different
shapes. Some spoons are “traditional” in design and material, whereas others are
“unconventional” or “contemporary.” Buchanan presumed that the design of the
spoon is the basis for an emotional response (pathos) to the object. Spoons, which
also have a decoration value and can match the elegance or plainness of the social
occasion, can even communicate subtle moral values (ethos).

Remember, however, that spoons are a relatively recent invention in Western
culture; the typical American family owned few until after the Industrial Age made
mass-produced eating utensils affordable, and spoons still are not used by most
people in the world today (more of the global population uses either fingers or
chopsticks). So the very existence of a spoon is not only culture bound, but carries
associations with certain types of food, dishes, circumstances, and even economics
and power. The styles of spoon—traditional, contemporary, or whatever—point
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directly to other formal styles in the culture from architecture to music (there are
spoons in “classical” styles and “baroque” styles, for instance). The rhetoric of
a spoon is fully intelligible only to the citizens of the culture (or knowledgeable
others) in which it appears and is used. To one who had no past connection to
Western culture whatsoever (and therefore no spoon experience), the meaningful
subtleties would be absent—even the “mechanical logic” might not be readily
apparent to the uninitiated. (We are reminded here of the amusing scene in Dis-
ney’s “The Little Mermaid,” in which the heroine and her friend speculate on the
uses of objects retrieved from the land culture, including a fork, which they sur-
mise is used to comb hair.) Therefore, to argue that the rhetoric of a spoon inheres
solely in the object itself would be naive. If, however, we take the total of all these
factors into account when explaining the appearance of a particular spoon in a
table setting or advertisement, we would be performing a rhetorical analysis of a
material object (for other examples, see Blair, 1999; Blair, Jeppeson, & Pucci, 1991;
Blair & Michel, 1999; Ehrenhaus, 1988; Foss, 1986; Gallagher, 1995; Haines, 1986).
The symbolic anthropology of Clifford Geertz, which is based squarely on
Burkeian rhetoric and which dramatically affected the study of culture in the late
20th century (Geertz, 1973), offers an important foundation for this kind of re-
search. Geertz expanded the notion of rhetoric to include the objects and practices
of culture. In his approach, the entire material world, its objects and its practices,
is a vast web of symbolic meaning in which humans are inextricably enmeshed.
Understanding the meaning behind any cultural setting or habit thus requires a
deep, rich analysis and a thick form of description that may include elements from
religion to economics to art to genealogy. The web of meaning is collectively spun
and shared. Thus, understanding the meaning of an object (or image) created by a
particular designer (or artist) is a function of shared cultural experience:

The artist works with his audience’s capacities—capacities to see, or hear, or touch,
sometimes even to taste and smell, with understanding. And though elements of
these capacites are indeed innate—it usually helps not to be color-blind—they are
brought into actual existence by the experience of living in the midst of certain sorts
of things to looks at, listen to, handle, think about, cope with, and react to; particu-
lar varieties of cabbages, particular sorts of kings. Art and the equipment to grasp it
are made in the same shop. (Geertz, 1983, p. 118)

The advertisment in Fig. 2.2 provides a good point of entry to see how complex
these meanings are. Here the picture of a spoon with precious gems in its bowl is
paired with a headline that alludes to jewelry as well as table decoration, “The per-
fect setting.” Traditionally in American culture, spoons are made of silver, although
many, including this one, are made of other materials (plastic, wood, stainless
steel). The allusion to jewelry can be fully assembled only by someone who knows
that spoons are often made with a material that is also commonly used to set gems.
The connection is further underpinned by the fact that many jewelers, such as
Tiffany’s, also sell silverware (there is a note about Stern Jewellers in the lower
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FIG.2.2. The rhetoric of a simple object.
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right-hand corner). The background here, a classic drape of silk or satin, alludes
further to jewelry display cases—although it is also a common background for sil-
verware ads, particularly Oneida. So the allusion this ad makes to jewelry, although
its rhetorical intent is obviously to glorify the spoon through the comparison, is
also likely to be seen as “appropriate” by viewers because of the common cultural
links between jewelry and table settings in material experience. Silverware is often
acquired as a wedding gift, and therefore ads for spoons appear frequently in bridal
magazines, alongside numerous ads for diamond rings. The rhetoric associated
with ads for both products oscillates between positioning the purchase as a per-
sonal expression and as a symptom of once-in-a-lifetime commitment (spoons,
like diamonds, are “forever” in this discourse). Towle, for instance, uses the slogan
“Enjoy it for life,” and offers patterns with names like “Chippendale,” “French
Provincial,” “Old Master,” and “Queen Elizabeth I”—which obviously can only
be “decoded” with cultural knowledge including history, art, or furniture. The
body copy encourages the couple to pick a pattern that is “truly yours,” but also
promises never to discontinue a pattern because all Towle patterns are “virtually
timeless.” Couples choose “their” pattern of silver and list it, along with many other
choices of household goods, in a registry that publicly communicates to wedding
guests what “their” style, color, and expected budget for housekeeping will be like.
Guests, in turn, will select from the list gifts that implicitly represent the nature and
closeness of their relationship to the couple, as well as their own status (wealthy
guests might be expected to give larger gifts, but so will close family members and
friends). There are ads aimed at the guests, too. For instance, Lenox uses a headline,
“Gifts that reflect more,” and exhorts the buyer that this brand of tableware is “an
enduring wish for their happiness that feels as good to give as it does to receive.”
Ultimately, the collection of household items given will equip the couple not just
to feed themselves, but to participate in a lifelong discourse of food, in which the
importance of a dinner guest or occasion is often shown by “getting out the good
silver.” In sum, we can see that one representation of a spoon is embedded in an
elaborate web of practices from eating to jewelry-making to selling to marriage—
and then some. The advertising discourse alone would include a broad range of
products and services, including not only jewelry, but china and bridal registry
services.

Many of the commercial practices discussed in this book are directly involved
in spinning the webs of meaning that situate concrete objects and the practices of
their use. Thus, there is no way to analyze the “effects” of, for instance, an adver-
tisement, without including the product’s “situatedness” in the work of material
culture. In this way, the discourse about objects—which, in the case of spoons,
would range from private dinner parties to state dinners, from advertisements to
department store displays and so on—-can be seen clearly (and the objections of
purists about the venues of rhetoric refuted).

Spoons and jewels, particularly in attractive ads, could be said to be making
an argument based on “beauty.” Some say beauty in objects is itself a nonproposi-
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tional argument. For example, if the beauty of a painting serves to challenge the
viewer’s perceptions and experiences, it presents an alternative perspective on
some fact of the viewer’s existence. The argumentative function of beauty thus lies
in its offer to reconceptualize the viewer’s everyday existence (Chase, 1990). This
concept of beauty differs from that of Bouse (1990), who argues that very beauti-
ful images are enough in themselves to engender sympathy for an endangered
species or wilderness and to mobilize the public in support of its preservation. In
this case, we might argue that beauty is not an argument itself but is subordinate to
other arguments being made on behalf of the environment. Although it is difficult
to see the beauty in Fig. 2.3 because of the lack of color, each creature’s eye is pre-
sented close up and in striking hues, creating a series of beautiful images (note the
effect of selectivity here). Yet the final image, the child’s eye, is not only beautiful,
but presents an argument, too. By ending the string of pictures with the child, the
ad emphasizes the elements of sameness among these creatures, as well as their
interconnectedness in terms of ecology (and clearly assumes a sequential viewing
strategy). So, again, we would argue that the rhetorical value of “beauty” is a mat-
ter of situation—of what appears, how it appears, why it appears—just as in any
other matter of persuasion.

The art director planned the layout for this environmental ad just like a designer
who must create a product for a particular functional or aesthetic purpose. We can
be sure that he or she did so as a strategy for dealing with a specific situation. Burke
proposed that we view all texts as strategies for dealing with situations, and thus
argues that the element of motive is the crucial element to determine (1950, pp.
296-297). (That’s why Burke’s two most famous works are called The Grammar of
Motives and The Rhetoric of Motives.) Following Burke, Michael Baxandall (1985)
revolutionized art criticism by insisting on treating painting (and other artworks)
as solutions to particular, concrete problems. The “problems” involve everything
from building a bridge in a particular location to creating a object for prayerful
contemplation to painting a canvas that will meet the market for art. He empha-
sizes that the artist acts intentionally as a social being in certain cultural circum-
stances, and that the final outcome would be a function of many factors including
“reassurance, irritation, ideas, roles, heredities, skills and coin” (p. 73). Further,
Baxandall demonstrates the interaction that creates broader conventions of repre-
sentation. For instance, he shows how patronage on the one hand, and viewer
expectations on the other, combined to make of painting a socially shared system
of conventions in the 15th century. The use of contractually prescribed amounts of
aquamarine or gold leaf contributed to the color composition or religious iconog-
raphy of a painting, but it also sent clear social messages concerning the identity
and position of the patron commissioning the work. Because the paintings essen-
tially served as social announcements or advertisements for the success and power
of benefactors, the selection of materials and imagery must be interpreted with
that social context in mind. The same is no less true for today’s advertisements
and material objects. To the extent that material symbols are sermonic—meaning
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FIG.2.3. Sequential argumentation with “beauty” as a vehicle.
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they exhibit an attitude and encourage certain acts—the construction of a build-
ing or design of a product also becomes an act of rhetoric (Weaver, 1970; see also
Foss, 1982).

In the next section, we outline briefly three different schools of rhetorical
thought as they would be applied to a particular subject of interpretation. We first
begin, however, with some basic issues of formal analysis, because all rhetorical
criticism (like any other type of criticism) depends in the first moment on formal
competence.

RHETORICAL ANALYSIS

Basic Principles

A full-blown exercise in rhetorical criticism involves formal description, analysis of
historical context, interpretation from a particular critical perspective, and evalu-
ation from that perspective (see Campbell & Burkholder, 1997). Often, however,
critics concentrate on describing a particular example in formal terms, either by
discussing some stylistic aspect (such as metaphor) or attempting to categorize
according to form (as in genre criticism). Several have focused on formal interpre-
tation of ads (see Scott, 1994b), and some have worked on rhetorical criticism of
films and other visual artifacts in formal terms (Benson, 1974a, 1974b, 1980, 1985;
Benson & Anderson, 1984; Medhurst, 1993; Medhurst & Benson, 1981; Rosteck,
1994). The basic distinction between a rhetorical approach and a traditional for-
malist one is probably the attention given to intent and effect. For instance, in
Fig. 2.4, Italian shoes are shown situated among various tools and products of Ital-
ian architecture. The verbal statement in itself, “Shoes From Italy,” provides little
clue as to the intent. However, the visual juxtaposition of a shoe with the accou-
trements of a craft at which Italians have excelled for centuries presents a pictorial
statement saying something like “Italian shoes are like Italian architecture.” Identi-
fying the image as a trope (which is simply rhetorical terminology for “metaphor,”
often defined as “a figure of thought”) and perhaps going further to categorize the
trope as a metonymy (in which juxtaposition alone points to similarities) would be
typical formalist techniques. We might even break down the trope into a meta-
phor’s traditional parts by saying that the “tenor” is a shoe, whereas the “vehicle” is
Italian architecture (and its accoutrements) (Richards, 1936, 1938). If we were to
stop here, our analysis would be rhetorical only in terminology—it is essentially a
formalist exercise. If, however, we go on only far enough to say that the intent
appears to be to persuade the viewer to think of Italian shoes as another instance of
Italian excellence, then we have stepped over into rhetoric. And if we were to look
at other ads in the same campaign—in which the shoe appears with props and
scores for opera, for instance—to further document the intent, then we would be
well out of the territory of formalism and into the realm of rhetoric.
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SHOES FROM ITALY.

FIG.2.4. Use of metonymy; demonstration of tenor and vehicle.

The next step in a rhetorical analysis would be to document the situation that
led to the design and placement of the ad. Finally, the effect might be demonstrated
by looking for some evidence of outcome. The evaluation would depend on the
perspective of the critic. If what is at stake is shoe sales, then the ad might be eval-
uated based on how many were sold. If, however, the critic is interested in a more
political objective, he or she might concentrate on the way that the ad foregrounds
Western cultural imperialism. Importantly, a complete rhetorical analysis would
include some attempt to gauge an actual effect of some sort—yet most of the work
reviewed here does not go that distance, being content merely to speculate about
the actual response. Important exceptions include the work of Edward McQuarrie
and David Mick, as well as Barbara Phillips (see their essays in this book), who have
demonstrated that tropes are forceful additions when included in visual advertise-
ments. The essays by Phillips and by Wiggins and Miller in this book discuss the
question of visual metaphors further, including the tenor/vehicle and verbal/visual
issues.

Even in rhetoric, however, formal analysis is important. It is attention to form
that teaches us to search out systems of cues or structures for guiding meaning-
fulness. Further, because form itself is socially learned and hence represents con-
ventionalized patterns for thought, formal analysis helps us to infer what is con-
sidered persuasive by a particular culture at a particular time (Gronbeck, 1976,
1978).
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Classical rhetors catalogued various figures of speech to be used in formal
analysis. Examples include rhyme, alliteration, antithesis, hyperbole, metonym,
metaphor, pun, irony, and paradox. Bonsieppe (1963) believed that verbal figures
have visual equivalents, and he identified many visual equivalents in various adver-
tisements. Similar work was conducted by Jacques Durand (1987), who first classi-
fied verbal figures according to two criteria: “rhetorical operations” (addition, sup-
pression, substitution and exchange) and “relation between the variable elements”
(identity, similarity, difference and opposition). The resulting two-dimensional
grid was used to categorize 30 different figures of speech. Durand then collected
various magazine advertisements and succeeded in finding visual equivalents for
all 30 figures. Metaphorical analysis of films occurs in Mechling and Mechling
(1995) and Medhurst (1982, 1993). Similar work on political ads appears in Larson
(1972, 1982) (see also Hart, Jerome, & McComb, 1984; Jamieson, 1984; Larson,
1972; Price & Lattin, 1988, as well as Kaplan, 1990, and Kennedy, 1982). Bostdorf
(1987) analyzed political cartoons.

Historical-contextual analysis of the relationship between a visual and its con-
text is conducted in order to identify the forces that contribute to, or work against,
a visual’s purpose. One consults external sources in search of information about
the rhetor, the audiences exposed to the visual, and the persuasive forces, including
other rhetorical messages, operating on the visual. Only then can critics begin to
determine why the rhetor made particular artistic and strategic choices when cre-
ating the visual. The following articles include particularly good examples of the
descriptive and historical stages of criticism: Thomas Benson’s analysis of films
(1974b, 1978, 1980, 1985); Carole Blair’s analysis of memorials (1999; Blair et al.,
1991; Blair & Michel, 1999); and Olson’s studies of commemorative medals (1983,
1990). Dickson (1999) also provided an excellent historical-contextual analysis of
the photograph of a nude, pregnant Demi Moore for Vanity Fair.

For commercial texts, Linda Scott’s interpretation of Apple’s “1984” commercial
(1991) provides an example of historical-contextual analysis employed for rhetor-
ical purpose. Here the “situation” of computer technology in 1984 is covered, along
with the role played by IBM, the public persona of Steve Jobs, the media power of
the Superbowl, and other issues. We might also note that the physical design of the
original Macintosh, including the look of its revolutionary desktop interface, was
itself an important rhetorical statement whose force would be evident only in the
context of other cabinets, other screens seen at the time. Clearly, this rhetorical
attitude has continued past the adoption of the Mac interface by IBM clones with
the design of the candy-colored iMac.

Even architecture has become a fertile area for rhetorical analysis (Altman,
1980; Hattenhauer, 1984; Parker & Hildebrandt, 1986; Stuart, 1973). Jonathan
Schroeder in this book discusses the rhetorical power of classical architecture in
bank marketing.

The fourth stage of criticism is to evaluate the persuasive appeals. According to
Campbell and Burkholder (1997), four basic standards of criteria are available for
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evaluation of rhetorical action. The effects criterion evaluates a message’s success
in achieving a goal. The truth criterion evaluates a message’s success in accurately
and fully presenting problems and carefully assessing the probably effects of pro-
posed solutions. The ethical criterion weighs the impact of the values espoused by
a message. The artistic criterion assesses the role of aesthetic form on a message’s
symbolic force. Most of the visual rhetoric articles used a combination of several
criteria to evaluate particular films, paintings, cartoons and memorials.

These basic steps would be important to any particular rhetorical analysis.
Beyond these basic principles, however, there are specific theoretical orientations
that affect the techniques, language, and purpose of study. The next section ex-
plains the classical approach to rhetorical criticism, followed by some brief exam-
ples of Burkeian work, and then the “critical” perspective.

Classical

Relatively unchanged for thousands of years, classical criticism is strongly formal
in its approach, working often with its numerous categories and arcane terminol-
ogy. When neo-classical critics study visual forms of communication, they often
adapt the five canons of rhetoric: invention, arrangement, style, delivery, and
memory. The first four standards for measuring the quality of a speaker come from
Aristotle’s Rhetoric. They include the construction of an argument (invention),
ordering of material (arrangement), selection of language (style), and techniques
of delivery. Later, the standard of “memory” was added to the list of skills needed
by great speakers.

Sometimes contemporary analysts eliminate or combine some of the canons,
particularly when working with pictures. For instance, the importance of memory
is considerably less relevant in a mass communications context where it is not nec-
essary for the “speaker” to remember the argument. Instead, the “speech” is merely
reproduced, sometimes repeatedly. In a visual context, the elements of style and
delivery are largely redundant and are, therefore, often combined (see Scott, 1994a,
and Medhurst & DeSousa, 1981).

In addition to the canons, neo-classical critics also use classical modes of proof
mentioned above: logos or rational argument, pathos or audience adaptation and/
or creating a state of mind or feeling, and ethos or the means by which rhetors
make themselves seem worthy of belief. The stain removal demonstration in
Fig. 2.1 is an example of Jogos. The 1984 Macintosh commercial is an example of
pathos. Figure 2.5 is an example of ethos. By comparing the use of Teflon in a fry-
ing pan to its use on the Statue of Liberty— done visually and verbally—DuPont
can position itself as worthy of trust, a supporter of freedom. Note, however,
that this ad appeared in October 2001, but would have been produced several
months earlier in order to make that publication date. The probable impact of
this ad after the September 11 attacks, however, was probably different than what
one would have predicted before the attacks, when the ad was made. After 9/11,
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FIG.2.5. Demonstration of ethos, formal scheme, and historical effects.

patriotic appeals were everywhere and even images that would have seemed shrilly
nationalistic only days before were suddenly seen as inspiring. Thus, we have here
a very clear example of how much the actual effectiveness of a persuasive appeal
depends on historical circumstances. Here, too, is an example of the function of
form, as defined by Burke, and of scheme, as studied by McQuarrie and Mick.
Burke described form as “an arousing and fulfillment of desires. A work has form
insofar as one part of it leads a reader to anticipate another part, to be gratified by
the sequence” (1931, p. 124). Here the selective framing of the Statue of Liberty,
followed by an analogous frame for the pans, not only points to the argument, but
provides a formal scheme in which the first part anticipates the second (see also
Lancioni, 1996).

Critics also categorize rhetorical acts into the classical genres explained by Aris-
totle: deliberative, forensic, and epideictic. Deliberative rhetoric was political
speech, and rhetors urged their audiences to accept or reject a proposed policy or
course of action. Forensic rhetoric was delivered in law courts and consisted of
debates or arguments. Epideictic rhetoric took place on ceremonial occasions, such
as birthday dinners, funerals, or wedding ceremonies, and it served to celebrate
values, to glorify and promote.

Two examples of deliberative rhetoric in this literature search concern how
videos argue for and against the policy of abortion. Stormer’s (1997) basic point is
that by showing a video of reproduction via the naturalistic and objective perspec-
tives of biology and medicine, and without any social context, The Miracle of Life
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is a pro-life film that rhetorically argues against abortion. Condit (1990, 1991)
believed that visual images have been translated into public arguments via visual
figures of speech. An example concerns synecdoche, where a part is used to stand
for the whole. Pro-Life rhetors show a photograph of the tiny feet of a 10-week-old
fetus held between two adult fingers, essentially a synecdoche for the entire fetus.
Condit explains that an accurate, full picture of a young fetus includes features not
associated with adult humans, as well as several unsightly features that could be
considered “negatives.” Fetal feet, however, closely resemble baby feet and we
synecdochally expand the image to see a full baby. Other examples of deliberative
rhetoric of visuals include Farnsworth and Crismore (1991), Kessler (1993), Moser
(1992, 1996), Netzhammer (1999), and Shelley (1996).

The Benetton ad in Fig. 2.6 is a commercial example. Here the use of hearts, all
the same, but labeled “black,” “yellow,” and “white,” argues for the arbitrariness of
racial labels when humans are the same “inside.” For more on the Benetton cam-
paign, see Blair (1996).

Forensic rhetoric consists of the kinds of evidence and argumentation typical of
a courtroom. In the case of visuals, of course, the photograph or video is often
taken as evidence of the truth of actual events. Few evidentiary tools surpass the
testimony of an eyewitness. In advertising, we have many similar forms. For in-
stance, the Clorox stain removal ad described earlier is a recent example in a long
line of product “demos” in both print and television. Another staple is the “real
person” testimonial, in which an ordinary citizen tells (and preferably shows) the
superior results achieved by using the product. We might see wash done with
Clorox bleach shown snowy white, for instance, while the unbleached load “looks
dingy and dirty.” Or we might see “before and after” shots of a person who success-
fully used a weight reduction scheme. Both of these are similar to forensic tactics.

UNITED COLORS
OF BENETTON,

|

FIG. 2.6. Synecdoche used to demonstrate human “sameness” despite racial dif-
ference.
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Epideictic rhetoric tries to move audiences by unifying them around a common
set of values that everyone is presumed to share. These myths, clichés, and com-
monplaces are perceived to represent truths rather than to be facts or propositions
in a linear argument. When epideictic rhetoric has been successful, strategic pic-
tures linger in the collective memory of audiences as representative of their sub-
jects (Osborn, 1986). An example is Fig. 2.7, in which a photograph evoking the
jubilation at the end of World War II is used again in the late 1990s to sell Mumm’s
champagne (see also Olsen, 1983, for an interpretation of another image from the
same period). We can see in this example that the epideictic rhetor, instead of try-
ing to persuade listeners with the power of cold logic, tried instead to charm the
audience.

The goal in epideictic rhetoric is to create goodwill, jubilation, and generosity of
spirit. In elation, classical rhetors were seized with a desire to bear witness and
to share with their community their own wonder-at-what-is (Rosenfield, 1989;
see also Cook on “rapture,” 1989). Although we don’t normally think of advertise-
ments as dealing with that level of community spirit, the campaign produced by
the Ad Council in the aftermath of September 11 provides a perfect example. In this
spot, a sequence of shots shows various people saying the same phrase, “I am an
American,” one after another. Importantly, however, the appearance of the people
themselves, their accents, and their surroundings evoke a multicultural notion of
what an American is: These are people who clearly represent a broad range of ethnic
descent, as well as people of different ages and folks from different geographic
areas, including recent immigrants. Thus, a statement (“I am an American”) that,
by itself, could have been interpreted as aggressive nationalism—and therefore
rather chauvinistic and exclusionary in spirit—is instead turned into an anthem of
inclusion. Note that this happens primarily by virtue of the visual accompaniment.

Burkean Rhetoric

The basic building blocks of Burke’s rhetoric have already been covered. Essen-
tially, we are talking about a view of all symbolic communication as propelled by
some strategic imperative, or “motive.” Thus, all messages— of whatever kind or
medium or form—become “symbolic actions” in which someone tries to accom-
plish something. In the work of Burke, the reading of literature (or any message)
is also reinterpreted in an active way. Burke argued that we use the stories we read
as “equipment for living,” and that therefore literature should be analyzed and
evaluated in sociological terms. To the extent that viewers look at ads as a basis for
acting (to buy something, wear something, give something, display something),
then commercial messages, too, are “equipment for living” (Burke, 1967). Mick
and Buhl (1992) and Scott (1994b) both looked at the reader’s response to adver-
tisements from this more active point of view.

In order to discover a speaker’s motives, and to determine the view of reality

»

being advocated, Burke (1945) recommended using the pentad of “act,” “scene,”
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FIG.2.7. Epideictic strategy recaptures a moment of communal jubilation.
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“agent,” “agency” and “purpose.” These concepts, which come from drama, appear
often in the literature we searched (for instance, Hendrix & Wood, 1973) and also in
this book (see the chapter by Lambiase and Reichert). Rutledge (1994) provided an
extended example of dramatistic criticism in her analysis of three advertisements.
Both the insight that we are symbol-using animals and the importance of the
drama in Burke’s thought point to the fact that humans are also storytelling ani-
mals. Some have argued (such as Fisher, 1984) that all forms of communication are
fundamentally narrative (but see Scott, 1995). A few have attempted to apply the
paradigm of the narrative to visual images. Condit (1987), for example, wrote that
both visual images and narratives are ways to put a face on abstract values; they
help a community to structure symbolic experience meaningfully. Images may
either replace narratives, she wrote, or summarize narratives visually (p. 81). Ehren-
haus (1988) used narrative theory to explain how people respond to memorials
such as the Vietnam Veterans Memorial. Jamieson (1988) used narrative to explain
how Ronald Reagan created an identity for an audience, to involve the audience,
and to bind that audience to him (p. 4). Sewell (1987), Edwards (1997), and Turner
(1977) all used narratives to explain the persuasive power of editorial cartoons.
Gronbeck (1992) examined presidential campaign advertisements as stories.
There are clearly narrative television commercials, with the time-worn “slice of
life” being the most salient genre. There are also many print ads with narrative
properties. The ad might have a “key frame” that implies a story or, in some cases,
the copy block will tell the story. It is also common for the image to call to mind a
well-known story, such as the image evoking “The Ugly Duckling” in Fig. 2.8.
Other streams of criticism with different names, such as “fantasy theme criti-
cism,” are essentially narrative criticism and often make similar claims for the
sense-making, community-invoking, values-reinforcing power of stories (Bor-
mann, 1972, 1982, 1985; Hattenhauer, 1984; Turner, 1977). Osborn (1990) be-
lieved that myths are a special kind of narrative. “In myth there is a story, the story
must seem the answer to some compelling question, the dramatis personae must
seem larger-than-life, and the story must convey the sense of the sacred in time,
place, and symbol” (p. 21). Osborn believed two epideictic qualities are especially
necessary for myths to function: “identification,” which establishes a vital, serious
contact between audience and story, and “magnification,” which enlarges all narra-
tive elements so that the story seems on scale with the large question it addresses.
Myths have long been used by rhetorical analysts to explicate the persuasive power
of cinematic and televisual narratives, but an especially good example—in this
case the Adamic myth—appears in Medhurst’s (1993) analysis of Oliver Stone’s
movie JEK. Myths may be “triggered” by archetypal symbols or visual clichés. In
her study of political campaign films, Morreale (1991a, 1991b) showed how visual
clichés can evoke myths, and those myths not only help us make sense of a film, but
they also have a cumulative impact on our construction of reality.
Another popular concept from Burke is the idea of “identification,” in which a
speaker invites the audience to identify with him or her as a means of persuasion.
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FIG.2.8. Image invokes a familiar narrative.
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This concept is particularly important for consumer culture because of the corol-
lary idea of the “identifying nature of property.” It is commonplace in advertising
practice to use spokespersons, musical styles, clothing, characters, and other cues
selected that the target audience will “identify with.” In turn, consumers, using ads
as “equipment for living,” may come to use a certain product as a way of identify-
ing themselves with a particular group or worldview. The strong identity of Mac
users, often commented on by people from cultural critics to stock analysts, is a
good example of this phenomenon. The ad in Fig. 2.9 is another instance—the
shoes are “identified” here with liberal, unorthodox views. Presumably the woman
pictured bought the shoes to express a shift in worldview (or, improbably, the
shoes changed her opinions).

As a means of analyzing texts sociologically, Burke recommended the proce-
dure of gathering recurring metaphors, symbols, motifs, and so on, in search of a
clustering pattern. To conduct a cluster analysis, first one selects the important ele-
ments used in the visual message. Then one identifies what clusters around each
key term each time it appears in the visual. The clusters are interpreted to reveal
what potential messages are being presented by the communicator. Finally the
interpretations are examined as a whole to determine an overall interpretation of
the visual and a possible explanation of the communicator’s motive (Reid, 1990).
“By isolating a rhetor’s range of metaphors and comparing them with other habit-
ual rhetorical behaviors, critics can minimize the likelihood that they are gener-
alizing from aberrant rhetorical cues” (Jameson, 1992, p. 70). Reid (1993) and
Medhurst (1978) used cluster analysis to learn about a communicator’s motive for
creating the work. Because products are so strongly embedded in culture and his-
tory, there are often clusters of images that consistently revolve around them. For
instance, we often see flowers, exotic places, birds, and fans in perfume ads, the
vestiges of thousand of years of expressing not only the sources for ingredients, but
the “airborne” nature of scent.

A rhetorical genre, Hart (1976) wrote, is that which delimits similar rhetorical
responses made by similar speakers to similar audiences bound by similar rela-
tional constraints in similar speech settings. By studying genres, we can make gen-
eralizations that will lead to theory building, which Hart advocates over the case
study approach of most rhetorical criticism. Benson (1980) agreed that genre crit-
icism can help to combat the fallacious notion of the work of art as singular and
independent (p. 246). Instead, we respond to works of art depending, in part, on
what sort of a work we take it to be. Benson wrote: “A rhetorical approach to genre
is interested not only in the formal requirements of the genre considered as a his-
torical or stylistic matter, and not only in the constraints that generic situations
impose upon authors, but also in the experience of an audience, and the way in
which genre constitutes the context within which a work can be apprehended”
(p-247). The possibility for studying genres of visual media seems worthwhile, and
similar studies have been conducted from other traditions, but only a few examples
appear in the visual rhetoric literature. Doughty (1993), for example, commented



SHI LI\HHUI)I,
BRVATIVE

bt COT

;H OFS

MERICAN
":_! VG L E




44 KENNEY AND SCOTT

upon the social documentary genre, in which pictures are presented to viewers as
if they were mirrors of reality or purely mechanical recordings of what appeared
before the camera’s lens. The genre implies messages are not constructed but rather
are unmediated artifacts that “presented themselves” (p. 7).

Some visual communicators, however, may intentionally avoid the conventions
of a genre. Foss (1993), for example, believed visual images have appeal because
they don’t fit a genre. She explained that when a novel technical aspect of an image
violates viewers’ expectations, then this violation functions both to sustain interest
in the image and to decontextualize it. Connotations commonly associated with
the technical aspect then provide an unexpected but familiar context in which to
interpret the image. The result is an arousal of interest in the image and an assign-
ment of a new, perhaps more positive, evaluation to the image.

Although Aristotle’s concept of rhetoric as persuasion seems to rely on an early
basic model of communication as a linear, one-way process from source to desti-
nation for purposes of control, Burke’s rhetoric seems closer to a ritual model of
communication. According to James Carey, “Communication is linked to such
terms as sharing, participation, association, fellowship and the possession of a
common faith. ... A ritual view is not directed towards the extension of messages in
space, but the maintenance of society in time; not the act of importing information
but the representation of shared beliefs” (1975, p. 18). As we saw in our brief excur-
sion into the discourse of spoons, ritual often plays heavily in the communication
of objects. Otnes and Scott (1994) discussed the ritual nature of advertising.

“CRITICAL” ANALYSIS

We employ the convention of quotation marks when we mention the “critical”
rhetorical approach to call attention to a misnomer. All schools of literary analy-
sis—formalist, structuralist, poststructuralist, rhetorical, mythic, and so on—are
“critical” in that they involve close, rigorous, skeptical analysis for the purpose of
producing “criticism.” In the last half of the 20th century, the term critical was
coopted in literary and cultural studies to denote a type of analysis with a par-
ticular political perspective. Variously dubbed “Marxist,” “Marxian,” “neomarxist,”
“feminist,” and so on, this type of criticism borrows heavily from the theories of
Karl Marx and the “Critical Theory” developed by the Frankfurt School and later
followers such as the Birmingham School. This political perspective has become de
rigueur in media studies, effectively undermining the use of the term critical as
it had more commonly been used. Rather than continue to use quotation marks
or merely to use the generic term, we specify this politically oriented approach with
a capital letter, Critical.

In the Critical perspective, the analysis is undertaken for the purpose of expos-
ing something about the power structure of the society. Thus, it is closely reliant on
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the concept of “ideology.” In the tradition of Marx, “ideology” is a representation
of a false belief that supports the power structure, but has become so pervasive and
naturalized that it is no longer visible to the populace for what it is. Definition of
the term ideology and, especially, its relationship to images has been quite prob-
lematic (Mitchell, 1986). Nevertheless, it is an important concept, particularly for
artifacts related to capitalism, most notably advertising.

McGee (1980), for instance, defined ideology as a political language with the
capacity to dictate decisions and control public belief and actions. He argued that
“ideographs” are the building blocks of political language, specific to cultures that
have evolved gradually. Examples of ideographs are concepts such as liberty, equal-
ity, property, and religion. In examining political discourse, wrote McGee, critics
can identify ideographs, trace their development over time, and analyze the ways
in which they clash with each other. Ideographs, in his view, exist at the juncture
between the objective reality of the human environment and the social reality pro-
jected in rhetorical discourse. Williams, on the other hand, wrote that ideology is
“a structure of inter-related arguments which, if taken as a ‘screen’ through which
to view the world, not only makes the world coherent, but also tends to place the
individual in relation to the world” (1987, p. 300). Ideographs, as one-term sum-
mations of an ideology, cannot serve as ideologies, but can “re-present” ideologies.
Called “ideological analogons,” such visual images stand in a synecdochic relation-
ship with a formal ideology. For example, in the propaganda film The Wandering
Jew, the visuals are the “part” that stood for the “whole” racist ideology that Jews
are not human beings.

In Fig. 2.10, we can see an advertising example that may help illustrate. We
might infer that the turnovers attached to the thighs and the phrase “respect your-
self in the morning” are both ideographs grounded in the ideology that renders
women second-class citizens. Two components of that ideology, the one that
demands physical beauty (in this case, slenderness) and the one that demands
chastity, are fused into a single message and used to motivate purchase of a break-
fast food.

Osborn’s (1986) concept of “depictive rhetoric” seems quite similar to ideolog-
ical analogons or visual ideographs. He defines “depiction” as verbal or nonverbal
visualizations that have been compressed and that linger in the collective memory
of audiences. Depiction, wrote Osborn, is “a key to synchronic, multiple, simul-
taneous meanings in rhetoric, just as enthymeme is the elemental model for dia-
chronic or linear demonstrations” (p. 80). Osborn (1986) outlined five functions
for depiction. The first, “presentation,” is broken down into repetitive and inno-
vative symbols. Repetitive symbols grounded in a particular culture are called
“culturetypes,” whereas repetitive symbols with timeless and cross-cultural power
are called archetypal symbols. The second function of depiction is “intensification
of feeling” Metaphors, synecdoches, and juxtaposition in montages, for example,
can provoke and arouse an audience by allowing us to transfer feelings to a subject.



FIG.2.10. Two ideographs fused in a single message.
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The third function is to facilitate “identification,” or a sense of closeness of feeling
in a community. Identification occurs via culturetypes and archetypes transmitted
quickly by mass media and understood easily by a mass audience. When culture-
types and archetypes work in harmonious combination, Osborn wrote (1990,
p. 123), they generate successful myths. The fourth function is “implementation,”
which he defined as applied identification. Implementation includes the classical
idea of deliberative rhetoric discussed earlier. The fifth function is to reaffirm iden-
tity, “often in ceremonies during which heroes, martyrs, villains, and the role of the
people are recalled and renewed in common appreciation” (p. 95). In other words,
the fifth function is the same as epideictic rhetoric. (For an in-depth application of
depiction, see Rosteck, 1994.)

Edwards and Winkler (1997) introduced the concept of “representative form,”
building on Osborn and McGee. They contended that the 1945 photograph of the
flag raising at Iwo Jima has been used and parodied in editorial cartoons and has
become a special type of symbolic form; it is an instance of depictive rhetoric that
functions as a visual ideograph (p. 303). Edwards and Winkler (1997) defined rep-
resentative form as an image that “transcends the specifics of its immediate visual
references and, through a cumulative process of visual and symbolic meaning,
rhetorically identifies and delineates the ideals of the body politic” (p. 295). A
representative form originates in actuality and specificity, but is abstracted into a
symbol or concentrated image, and provides an explanatory model for human
motive (p. 296).

In Fig. 2.11, the word and image of “mother,” arguably an archetype, is used
to sell toasters. However, the particular rendering of the mother here (the style/
delivery) is evocative of the early postwar period, as are the appliances featured
(and their style of design). The design styles here evoke a culturetype or, perhaps,
an instance of representative form, that recalls a whole constellation of ideolo-
gies from that period—belief in the power of science, faith in consumer culture,
articulation of the Feminine Mystique, the competitiveness of the Cold War, and
SO on.

An excellent example of ideological criticism is the work of DeLuca (1999;
DeLuca & Demo, 2000), who studied how environmental activists influenced the
way they were verbally and visually presented to the general public and how they
shifted the parameters of discussion about the environment. Drawing on McGee,
he wrote that social movements are changes in the meanings of the world, and
such redefinitions of reality are always constructed through rhetoric. It is public
discourse that changes human consciousness. Environmental groups are attempt-
ing not merely to move the meanings of key ideographs but also to disarticulate
and rearticulate the links between ideographs. In Fig. 2.3, we can, perhaps, see an
example of this, in which the separation between humans and animals is being dis-
articulated and, importantly, the linkage between a healthy world for children and
the health of the environment is being rearticulated.
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CONCLUSION

Although the bibliography contains more than 150 references, and most are di-
rectly concerned with visual rhetoric, it seems that what is “missing” from the lit-
erature is greater than what is “present.” At a glance, it appears that the theoretical
side of the literature is in better shape because so many articles are about theory
building. The problem, however, is that few of the essays test the same theories, and
if they do, then they test the theories in different ways. Only one or two references
focus on methodological concerns, and in many of the essays there is no mention
of how the author(s) conducted their analysis.

Replication is uncommon. Few critics even study the same phenomenon. The
type of (useful) repetition that is most likely, therefore, is either the conscious
development of more genre studies or the work of an individual over the course of
a career. Benson and Medhurst, for example, both critique a number of movies,
and readers of their articles can clearly see how these two developed a critical
perspective. Blair seems to be doing the same with memorials, Edwards with car-
toons, Jamieson with political television advertisements, and Olson with historical
images. The work of Mick and McQuarrie also showed a coherent point of view,
as did Scott’s. Book-length treatments, such as DeLuca’s study of environmental
activism, also are useful.

There are great differences in how rhetoric is defined and, when visual rhetoric
is defined, there also is great variability. Scholars approach the field of visual rhet-
oric with such different ontological assumptions and such different conceptual
bases that progress towards theory building is slow. Things can become even more
confusing as scholars merge rhetorical ideas with ideas in semiology, cultural stud-
ies, postmodernism, feminist studies, and cognitive and behavioral psychology.

Too much of the literature remains fixated on the way pictures, especially pho-
tographs, seem to resemble their subjects. Too many scholars seem to believe that
visual images are “comprehended at a glance” and have “universal meaning.” To
move forward, visual rhetoricians must investigate the way pictures and films
operate as symbols and must better understand the nature of seeing and respond-
ing. Humans make conscious choices about which paint to apply where, which
camera angle to use, and which film structure to adopt, but human action also is
required for the process of interpretation. Rather than learn how a critic interprets
a visual image or material item, we must learn how people at the time identified
with the image/item and how they were persuaded. Rather than infer conscious and
unconscious intentions and interpretations, we need scholars like Geertz and Bax-
andall, who conduct ethnographies of symbolic action. Or more like Mick and
McQuarrie, who test rhetorical operations empirically. Importantly, we need to
learn and document the functions of visual images for their audiences, the em-
ployment of images as equipment for living.
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CHAPTER THREE

When the Mind Blinks:
Attentional Limitations
to the Perception of
Sequential Visual Images

Jane E. Raymond
Centre for Experimental Consumer Psychology,
University of Wales-Bangor

The primary purpose of this chapter is to bring recent knowledge about human
visual perception garnered from research in neuroscience and experimental psy-
chology to the attention of people working in advertising and visual persuasion.
In the last decade, scientists have made significant advances in understanding the
limitations the brain imposes on perceptual awareness and the processing of visual
images by people in busy dynamic environments. This work suggest that fast-
paced, complex visual messages frequently used in modern advertising may exceed
the cognitive capacity of most people. In this chapter, I briefly review a general
model of how visual information, especially briefly presented complex infor-
mation, may be perceptually processed and how it reaches our awareness and
memory. [ also describe recent research using different but related procedures that
asks questions about the special cognitive and perceptual loads produced when
different complex images are presented rapidly and successively.

I begin with a short reminder that the brain performs an extraordinarily diffi-
cult set of tasks and that it is, of course, a filter between the real world and the
one that we perceive to exist. I then describe how and why humans have to be so
selective about what they attend and how this is particularly important when
images change with time. Lastly I describe how recent laboratory-based research
provides insights into why some persuasive visual communications may fail to
persuade.
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OUR AMAZING BRAIN

We take it for granted when it works properly and, as a source of information, we
trust it completely. Our brain, like the CPU in a computer, works steadily in the
background, day and night, extracting information from the physical world and
translating it into a semidigital neural code. The code is processed in multiple
ways, circulated rapidly to many different systems within the brain, and then ulti-
mately controls our muscles and thus our behavior. Thankfully, we are unaware of
most of the many frenetic neural conversations that occur within our heads every
minute, being privy only to the most interesting commentaries that provoke the
need for thinking.

We call this small subset of the brain’s activity “awareness” and live under the
pleasant illusion that the world of which we are aware is the world in which we live.
This, of course, is not the case. Our rich and meaningful mental representations
are the product of the brain’s synthesis of incoming sensory information and inter-
nal stored memorial representations. They are the result of much editing, some
biophysical censorship (e.g., we cannot see infared light), and a significant amount
of cognitive and emotional spin doctoring. Although these persuasive mental
inventions sensibly guide our actions in response to physical objects most of the
time, they can also misinform, leading to inappropriate actions (e.g., accidents)
and simple failures to perceive that which may be obvious to others.

VISUAL PERCEPTION

Let’s now consider this discrepancy between the “real” physical world and mental
representations in the domain of visual processing and its implications for visual
advertising. To understand this we must review the main tasks the brain confronts
in making vision function effectively in our busy, dynamic environment. First, the
brain must distil a huge quantity of visual information into a concise “sketch” of
the visual scene. Second, it must decide which objects in the scene deserve greater
consideration and access to awareness. Third, it must link current visual informa-
tion with other information stored in durable memory (including semantic and
emotional information) to enable learning.

The only part of the human body that is sensitive to light are two small
patches in the back of the eyes that together make up a surface just slightly larger
than a business card. The 210 million neural cells on these two-dimensional
receptor surfaces provide point-by-point information regarding light patterns
that comprise the visual stimulus. The two retinae receive slightly different im-
ages, and a comparison between them adds a third dimension (depth) to each
point. Because the eyes, head, and world move frequently, the retinal images also
change and computations needed to render a functionally useful description of
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the physical world must incorporate yet a fourth dimension, time. Taken to-
gether, a vast quantity of information is captured by the retinae and allowed to
flow centrally to the brain.

A problem arises when we consider that our thinking, decision making, and
volitional action systems (e.g., looking, reaching) are limited in how much infor-
mation they can handle at a time. For example, we cannot look to the left while
simultaneously looking to the right. Information that informs us to make one
action must be selected from information indicating a competing action. If our
behavior is to be coordinated into appropriate sequences, we need to limit and pri-
oritize information capable of controlling responses so that we are not caught in
the conflict of behavioral indecision and disorganization. What is true for motor
behavior is also true for mental activities. We cannot absorb information from a
video while thinking about an unrelated topic, nor discuss one subject while lis-
tening to someone talk about an unrelated one. These things, like many of our
motor behaviors, must be done serially. So on the input side we a have vast flow of
complex, dynamic visual information, and on the output side we have a limited
number of behavioral options at any point in time. How does the brain achieve the
necessary degree of information distillation to allow the smooth, coordinated, and
rapid mental and behavioral responses so characteristic of humans?

The Visual Sketch

The first step in the distillation of visual information is to derive a simple visual
“sketch” from the retinal image (Marr, 1982). This sketch seems to be comprised of
multiple visual surfaces: of both objects and backgrounds. Information from each
surface is collapsed into a small set of perceptual “tags” descriptive of each surfaces’
features. Because different brain areas and networks analyze different visual fea-
tures (e.g., color, depth, motion, etc.), a neural binding process must be under-
taken to create a coherent representation of each surface (Kanwisher & Driver,
1992; Prinzmetal, 1995; Triesman, 1996). Surface representations are then con-
nected into object representations, so that in a split second, the main objects in a
scene can be recognized.

Consider the image in Fig. 3.1. To make sense of this complex scene, the surface
of the mug must be segregated from that of the similarly patterned tablecloth. The
diverse visual elements within each surface boundary must be “grouped” so that
two different coherent surfaces are perceived and only two different objects are
seen. This type of analysis makes sense if your task is to pick up the mug. However,
if your task is changed and for some reason you must find the triangle on the cen-
tre of the mug, distilling the scene into two simple objects would be disadvanta-
geous. For this task, the triangle and other elements on the cup’s surface must
assume the status of “objects” in the scene and all other parts of the scene will be
grouped as “background.” As in many scenes, sometimes the whole object is of
interest and at other times a detail on the object is critical. Construction of the
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FIG.3.1. A complex image with two objects. See text for details.

visual sketch depends on what we need to see in a scene and is created differently,
on the fly, as needed.

Selective Attention

The ability to incorporate current task requirements into the perceptual process of
distilling information from a complex input array is critical for functional vision.
To do this, humans have evolved a complex set of neural mechanisms, collectively
called attention. Attention performs two basic functions: selecting and ignoring.
Selecting is when neural mechanisms actively facilitate processing of certain
chunks of information (objects in the visual sketch) that are relevant for appropri-
ate action (including thinking) in an ongoing situation. Representations of the
various features of selected visual objects enter awareness, are capable of control-
ling volitional behavior (e.g., naming of the object), and may be processed in a way
that promotes long-lasting storage in memory. Visual representations available to
awareness are sometimes termed explicit because it is relatively easy for a person to
use language to refer to them. According to some views, representations of objects
in awareness are complete in that all their features are bound together (Kahneman
& Treisman, 1984; Wolfe & Bennett, 1997). Our awareness of a visual scene at any
given point in time is thus constructed of those objects and events that are appro-
priate to ongoing action. Note that the content of awareness is fluid, changing rap-
idly as the situation demands.

Ignoring occurs when the processing of objects in the visual sketch, especially
those that may provoke inappropriate actions, are actively inhibited. In this sense
of the word, ignored information is actively excluded from awareness and will
not result in explicit volition behavior. However, because ignoring involves active
inhibition, it should not be confused with a lack of processing. An object’s repre-
sentation can only be ignored if it has been processed enough to allow a determi-
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nation that it may potentially direct an action (or thought pattern) that would
compete with actions (or thought patterns) dictated by selected objects. This type
of “processing-without-awareness” is sometimes called implicit processing. Evi-
dence that ignored information is implicitly processed to a reasonably high level of
analysis is that such information can control behavior at a later time (DeSchepper
& Treisman, 1996; Tipper, 1985). This is especially true when the previously se-
lected object is no longer present or appropriate to guide behavior.

Links With Memory

Humans are particularly good at learning how things are related to one another.
We are also endowed with a long-lasting memory for many things and for the
various relationships among them. Our memory stores include visual (and other
sensory), semantic, emotional, action-oriented, and strategic information. When-
ever we view a visual stimulus, we draw on this vast store, probably in an inter-
active manner. Modern views on visual processing no longer espouse a simple
feedforward system wherein information flows from retina to awareness in one
direction only. Rather, numerous recent neuroscience and behavioral studies show
that visual information is modulated shortly after entering the brain’s web of con-
nections by numerous internal states including attention (Motter, 1993; Raymond,
O’Donnell, & Tipper, 1998; Treue & Maunsell, 1996) and memory (e.g., Petersen,
Fox, Posner, Mintun, & Raichle, 1988).

Thus construction of the visual sketch, selection for awareness, and coding of
information into memory appear to be interactive processes that determine how
we construct our moment-to-moment mental representations of the visual infor-
mation available to us. Many of the contributing factors are idiosyncratic resulting
from an individual’s personal experience and current internal state. Thus, repre-
sentation and interpretation of complex visual stimuli, such as visual advertise-
ment, will vary among viewers. Although there are many unanswered questions
about the links between perception, attention, and memory, there is clear evidence
that our conscious awareness of the visual world is neither a complete nor fully
faithful reflection of the current visual array.

The goal in visual advertising is to provide a robust visual memory that, com-
bined with information from other sources, including point-of-purchase stimuli,
will support a favorable purchase decision. It is not enough to gain the visual ori-
entation of a consumer to an ad (e.g., looking, noticing). Rather, a combination of
selective attention to critical components of the visual information and active
ignoring of other components may be essential for influencing memory success-
fully in ways that are capable of directing later purchase behavior. Although these
possibilities are general to all aspects of visual advertising, they may be particularly
important in advertising that involves successive, relatively brief presentations of
complex stimuli.
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COPING WITH CHANGING VISUAL INFORMATION

A key characteristic of modern visual advertisement is rapidly changing stimuli.
In video, scene cuts are frequent; on web sites, banners are flashed and changed;
and with print media, consumers quickly glance over and flick through the pages.
Because they often do not choose to be exposed to advertisement, consumers fre-
quently terminate looking by changing their eye position, thus compounding the
temporal complexity in the input stimulus.

Evidence that rapid and frequent changes to the visual stimulus impair recall
of information presented in advertisements comes from MacLachlan and Logan
(1993). They reported that the average scene length in commercials had shortened
from 3.8 s in 1987 to 2.3 s by 1993. For many 30-s advertisements, this rate pro-
duced over 20 different scenes. (This can be compared to the average scene length
in movies of 11 s.) Importantly, they noted that ads with scene lengths averaging
6 s or more had significantly better recall and persuasion scores than ads with
scenes lengths of 1.5 s on average.

How does the brain cope with visual change and is there a way to estimate the
minimal scene length that would not compromise normal cognition? One way to
probe this issue is to consider how humans deal with natural sources of visual
change. When we scan a scene, read text, or watch a movie, we use a series of short
rapid eye movements called saccades, alternated with brief periods during which
the eye is held as still as possible. This creates a successive set of “scene cuts” that the
brain must process, integrate and then react to. Each “scene,” or fixation, is typi-
cally between 200 and 500 ms, long depending on the complexity of informa-
tion viewed. Fixations are normally terminated when the visual information is
“acquired” or processed. During the eye movement, the visual image is an uninter-
pretable blur. Our visual awareness, however, does not include these blurred sac-
cadic episodes; instead, we experience continuously clear vision. It seems we
build up our perception of the scene by knitting together the information obtained
from each successive and discrete fixation (Irwin, 1992; Rayner, McConkie, &
Erlich, 1978).

A question that vision researchers have asked is, how long does a fixation (or
scene exposure) need to be for a person to acquire the information? To address this
experimentally, a simple test image is presented for a variable amount of time fol-
lowed by a visual mask (see Fig. 3.2). A mask is a patterned “nonsense” image usu-
ally consisting of meaningless lines and shapes designed to terminate perceptual
processing of the test image. In some ways it mimics the blurred retinal image
produced by a saccade. The observer is asked to name the object in the test image.
The duration of the test image is varied and the minimum amount of time needed
to achieve just accurate picture naming is taken as the time needed by the brain to
perceptually process the information in the test image. Such studies have shown
that for complex scenes 100-200 ms is all that is needed for high levels of accuracy
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scene

L mask

time -_Hd

FIG. 3.2. An illustration of sample stimuli used in a simple masked exposure
duration study. The stimulus of interest (target) is immediately followed by a
meaningless visual pattern. Typically the task is to name or judge the target object
in some way. On different trials, the exposure duration of the stimulus is varied.
(See Color Panel A)

Task:
What did you see?

in simple naming or judgement tasks (e.g., Turvey, 1973). These data match rea-
sonably well with studies of fixation duration.

At first glance, such observations seem to suggest that we can acquire informa-
tion successfully when presented briefly and successively as in even the most rapid
cut video advertisements. However, fixation studies fail to tell us what or how
much information is being acquired, and masked exposure studies fail to mimic
the additional perceptual load produced when the visual scene is changing fre-
quently. Indeed, recent research suggests that although we are able to perceptually
process an image presented by itself in 200 ms or less, substantially more time is
required if the image is part of a series of successive images.

Rapid Serial Visual Presentation

In the laboratory, perception of successive, different scenes can be studied using a
technique called rapid serial visual presentation (RSVP), illustrated in Fig. 3.3.
Images (letters, words, objects, faces, or scenes) are presented briefly one after the
other at the same location in space. Potter and Levy (1969) used this presentation
technique for a series of 16 objects and asked observers to recognise the objects
after the series was over. When the presentation rate was slow so that each image
was available for between 1.5 and 2 s, performance was extremely good, with nearly
all the objects being recognized. However, with faster rates of presentation per-
formance dropped dramatically even though the presentation rate for each object
was slow enough to give observers the necessary 100-200 ms needed for single
image perceptual processing. Why? One explanation is that considerably more
time is needed for a perceptual representation to be encoded in some sort of
durable memory store so that it can then be reported (Potter, 1999).

We do not normally view our dynamic visual environment with the expectation
of coding and remember everything we see. Rather, we select things that interest us
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FIG.3.3. Anillustration of stimuli used in an RSVP experiment. Images are pre-
sented serially at the same location, usually at fixation. The task is either to report
all the objects seen or to select a particular target item for later report. (See Color
Panel B)

or things that are necessary to support a current task. We use our attention mech-
anisms to speed and support the processing of “target” items. This suggests that,
in an RSVP lab situation, selective attention may be deployed to enhance the like-
lihood that the perceptual processing of a particular object will result in a durable
memory trace. If this could be demonstrated, then it would indicate that low-level
perceptual processes do not impose the limitations responsible for the poor per-
formance in the fast presentation conditions of the Potter and Levy (1969) study.
Indeed, a number of single-task RSVP studies have shown that selective attention
can be effectively deployed to aid recall of a specific item in a fast RSVP series
(Lawrence, 1971). In these studies the observer is asked to select an item based on
an identifying feature (e.g., name the red object in a series of black and white
objects). Performance is very high with even extremely rapid rates of presentation
(single exposures as short as 80-100 ms). These findings suggest that postpercep-
tual processes limit the speed of information uptake when stimuli are rapidly
changed. A probable source of this bottleneck is attention.

The Attentional Blink

In the visual environment outside the laboratory, we select visual stimuli from the
dynamic visual array one after the other (as in the multiple fixations used in read-
ing). Targets are selected, processed, encoded in (at least visual short-term or con-
ceptual) memory, and enter awareness before the next target is selected. If these
attentional processes are slow and impose a temporal limit on the speed of pro-
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cessing successive images, then this should be observable using an RSVP task
requiring observers to select two targets in succession.

My colleagues and I tested this possibility with an RSVP stream of black letters,
with one white letter appearing near the middle of the series (Raymond, Shapiro,
& Arnell, 1992). Fig. 3.4 provides an illustration of the experimental stimuli. The
observer’s task was to name the white letter (target 1; T1) and then to report
whether the letter “X” (target 2; T2) appeared later in the series. The interval
between the onset of the two targets was varied and T2 was only presented on half
the trials. Letters were presented at a rate of 11/s (yielding 90 ms between the onset
of successive stimuli). Without doing the T1 task, observers were accurate on the
T2 task on about 90% percent of trials. However, if they were required also to per-
form the T1 task and were correct on it, their performance on the T2 task dropped
dramatically (to about 50%) if the interval between T1 and T2 is less than about
500 ms. Figure 3.5 shows typical data. We termed this temporary large loss in per-
ception the “attentional blink” because it reflects a transient attentional state, not
a sensory one. This effect is robust and has been replicated in many different labo-
ratories using numbers, words, scenes, and objects using both highly specified and
loosely defined targets for T1 and T2. The attentional blink demonstrates that
there is a significant temporal bottleneck in processing interesting or attended
images. This limits the speed of information uptake to about two “chunks” per sec-
ond when scenes are brief and changing.

The attentional blink does not occur if the RSVP stream pauses briefly just after
T1 or T2 is presented (Raymond et al., 1992). This suggests that the transient loss

T1: Name the white letter
T2: Was there an “X"? Target 2

FIXATION SPOT

FIG.3.4. Anillustration of stimuli used in the Raymond et al. (1992) attentional
blink experiment. The first task was to identify the white letter and the second task
was to report whether an X was present in the RSVP series. The serial position of
the X was varied relative to the white letter.
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FIG. 3.5. Typical mean group data from an attentional blink study. The vertical
axis is the proportion correct on the second target conditionalized on T1 correct
performance. The horizontal axis is the time T2 was presented after T1.

in perception results when target processing is not given sufficient time for com-
pletion before the next item in the series is presented. Other studies have shown
that information that is presented during the blink (and fails to be reported) is
nevertheless processed at a relatively high semantic level in the brain (Luck, Vogel,
& Shapiro, 1996) and is capable of priming subsequently presented stimuli (Sha-
piro, Driver, Ward, & Sorensen, 1996). Familiarity with stimuli (Shapiro, Caldwell,
& Sorensen, 1997), distinctiveness (Raymond, Shapiro, & Arnell, 1995) and se-
mantic links with other items in the series (Maki, Frigen, & Paulson, 1997) have
been shown to reduce the vulnerability of images to attentional blinks.

These findings have led to two different hypotheses for the effect. One is that the
attentional blink effects reflects a two-stage processing system with an initial stage
for perceptual processing that is unlimited in capacity (every item is analyzed) and
a second stage that is slow and severely limited, processing one target item at a time
(Chun & Potter, 1995). Representation reaches awareness only after the second
stage is completed. The other hypothesis is that information that matches a pre-
determined template (or is otherwise interesting) is selected and placed in a visual
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short-term memory (VSTM) store. Frequently, information that is presented in
close temporal proximity to a target is also placed in the temporary VSTM store.
The attentional blink reflects interference from other object representations in the
store when retrieving information for report (Raymond et al., 1995; Shapiro, Ray-
mond, & Arnell, 1996). Both hypotheses suggest that the attentional blink reflects
a limitation in accessing awareness that occurs when stimuli are presented in a
rapid sequence. The attentional blink demonstrates that although we experience
the world as a continuous event, in fact we process it in discrete episodes. The epi-
sodic nature of this processing becomes obvious when information is presented at
a rate faster than the system can process.

How might attentional blinks affect the perceptual processing of a rapid-cut
video advertisement? Although this will depend on the video itself, one might start
to answer the question by determining what the most interesting objects or scenes
in the ad are. These would likely act as targets, grabbing attention. If these were
particularly brief, then one would expect an attentional blink to ensue for the next
half second. Information in this period would not be recalled, although it might
act to prime subsequent presentations of the same stimuli. Slowing down scenes
with particularly interesting information should avoid creating attentional blinks.

Repetition Blindness

The use of rapidly presented stimuli has also revealed other limitations in process-
ing information. Using RSVP, Kanwisher (1987) showed that when two identical
words are presented, the second presentation is frequently unreported. She asked
participants to read grammatically correct sentences with each word presented in
RSVP. For example, she used the sentence “It was work time so work had to get
done.” Even though the second instance of “work” was necessary for the sentence
to read properly, participants failed to read the second “work.” This phenomena
was termed repetition blindness and was found for repetitions of visually similar
stimuli including letters, words, word fragments, and objects (Kanwisher, Yin, &
Wojciulik, 1999). The explanation is that the brain initially processes all stimuli
but either inhibits high-level processing of something it has already processed, or
ignores duplicates at the level of awareness. This effect further supports the idea
that awareness of the perceptual world is selective and is often lacking in fidelity.
Although repetition of brand names and images is frequently seen as advantageous
in advertising, repetition blindness effects indicate that such efforts are probably
pointless if the repetition occurs within short intervals.

Change Blindness

Attentional blink effects and repetition blindness effects inform us that there are
temporal limitations to the uptake of serially presented visual information. Are
there also limitations on the amount of information we can process from a single
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presentation of a complex scene, even when the presentation is not brieft Many
studies have shown that when people are searching for a complex object imbedded
in a complex scene, they behave as if they are serially examining each object in
turn. For example, consider the pair of images in Fig. 3.6. They seem the same and
careful serial search is needed to spot the difference between them.

Serial search of complex scenes suggests that when scenes are only available for
a brief period of time, many aspects of the image are probably not encoded. A
method to test this possibility experimentally, and one that may be useful in reveal-
ing those aspects of a scene that are encoded first, is called change detection (Ren-
sink, O’Regan, & Clark, 1996). Two nearly identical scenes are presented briefly in
alteration, with each scene followed by an empty field or mask. The only difference
between the two scenes is that one object is absent or changed (in location, color,
etc.) in one version. The task is to locate the disappearing or changing item. The
measure is the time taken to perform this simple task. When an item of central
interest in a scene is removed or changed, detection times are very brief (one or
two alternations), but when other items are changed, detection times can be several
seconds long (many alternations) and often observers seem unable to locate the
changing item at all. If the images in Fig. 3.6 were viewed in an alternating change
detection sequence, noticing the disappearing earring would require several sec-

FIG.3.6. Spot the difference in the two images. These nearly identical images are
typical of the stimuli used in a change blindness experiment. See text for an expla-
nation.
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onds for many people. Once shown the location of the changing image, detecting
it is easy and rapid, indicating that sensory factors do not underlie this effect. This
apparent insensitivity to significant scene changes as been called change blindness.
Such effects have been shown to be robust in video sequences, where, between
scene cuts, an actor or scene object is changed in some way (Levin & Simons,
1997).

An explanation for change blindness is that at any moment in time only one or
two objects in a scene are processed to the level of awareness. Information in a suc-
ceeding scene overwrites poorly analyzed information in the preceding scene but
not information that has entered awareness. If the change involves objects whose
representations are outside awareness, then the change goes undetected. Attention
is used to select the object representations that may gain access to awareness and
normally these are items of central interest in the scene. With more opportunities
to view the scene, attention may be allocated to a different part and through a serial
search, the location of the changing item is eventually found.

The importance of the change blindness effect lies in its clear demonstration
that only a very small amount of information is encoded in any long-term sense
from a briefly viewed complex scene. In advertisements, whether they are video
or print, viewers are highly likely to encode the main image in a scene but to fail
frequently to encode any secondary images, a role often given to brand or pack
images. These are frequently tucked into the lower corner of the page or fleetingly
shown at the end of a video clip. Although some small gains may be made from
mere exposure (Zajonc, 1968), placing brand images secondary to other com-
pelling images should lessen awareness of the brand and minimize links between
the brand and the advertisement itself.

CONCLUDING REMARKS

Understanding the mental processes involved in visual perception is an essential
component of understanding the effectiveness of visual advertisement. Although
our naive experience is a sense of a continuous, coherent, rich and diverse visual
environment, the fact is that the brain fabricates this pleasant illusion for us. Our
awareness is limited in how much it can store and the brain is relatively slow at
processing information to this high level. The brains edits out the visual images
we cannot easily makes sense of (e.g., the blur during a saccadic eye movement),
deletes object representations that clutter the limited store for awareness (e.g., rep-
etitions of a object), and excludes from high-level analysis objects that are second-
ary in importance. Current understanding of these processes predicts that much
of very briefly presented and rapidly changing visual information presented in
advertisements is simply not processed to any significant extent.

However, advertisements are repeated often and many consumers are exposed
to the same advertisement repeatedly. Certainly, repeated exposure will lessen
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information loss due to attention-based limitations to awareness. More informa-
tion can be gained with each successive viewing, and the subtleties inserted by
advertising creatives can eventually be uncovered. An important question for each
and every advertisement is, how much repetition is needed to “get” the whole mes-
sage? Another pertinent question is, how much repetition do modern consumers
actually receive and tolerate? With far greater choice in their sources of entertain-
ment (more magazines, more channels, video games, the Internet, books), it may
be less likely that consumers will be exposed repeatedly to the same ad in the same
form. By being aware of the sources of visual processing limitations, designers of
advertisements may be skilled at enabling consumers to acquire the advertising
message, at least in broad strokes, with a single viewing.

Another issue that needs exploring is whether exposing consumers to informa-
tion without awareness might be advantageous. Studies of the mere exposure effect
indeed suggest an increase in liking for otherwise affectively neutral objects that
are viewed subliminally (Kunst-Wilson & Zajonc, 1980). However, such studies
show relatively small effects and are typically conducted without reference to the
visual context or attentional load given to competing objects in a scene or with
very rapid successive stimuli. Certainly more research is needed to evaluate the
possible gains in presenting information during, for example an attentional blink,
or as secondary items in a change blindness experiment. These are exciting ques-
tions for further research and underscore the need for better understanding of
human visual processing and attention and how these brain system interact in
complex dynamic environments like those present in modern advertisements.
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What makes images persuasive? This question has a long tradition in theories of
aesthetics. At least since Plato and Aristotle, theoreticians have pondered what
makes for a compelling picture, appealing design, pleasing scenery, evocative
sculpture, or impressive building. As the Greek philosophers noted, some images
influence perceivers via their symbolic meaning, such as themes of transcendence,
intimacy, or heroism. Other images affect perceivers via their formal aspects, such
as harmony, balance, symmetry, dynamics, proportion, and simplicity. The Greek
philosophers also suggested that some images speak through the head whereas
others speak through the heart, or to use more current psychological terms, convey
a message or create a feeling (Gombrich, 1984, 1995; Tatarkiewicz, 1970).

This chapter addresses some of these classic questions from the perspective of
recent psychological research that explored the interplay between the “message”
(declarative information) and “feeling” (subjective experience) in human judg-
ment. Traditionally, psychological models have assumed that our judgments of a
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given object are based primarily on the declarative information (thoughts, beliefs,
memories) that come to mind at the time of judgment. Challenging this assump-
tion, a growing body of research demonstrated that one’s subjective experiences at
the time of judgment serve as an important source of input into our judgments.
Specifically, when evaluating some stimulus, perceivers often ask themselves, “How
do I feel about this?” When choosing this route, perceivers draw on their momen-
tary experience as a source of information, unless they perceive their current feel-
ings as irrelevant to the judgment at (for a comprehensive review see Schwarz &
Clore, 1996).

So far, this “experiential” approach to human judgment has been mostly ap-
plied to understand the impact of affective and bodily states, such as mood or
physical arousal. This research showed, for example, that we evaluate many
things more positively when we are in a happy rather than sad mood. Asking
ourselves, “How do I feel about this?” we may misread our mood as our affective
reaction to the object of judgment, resulting in mood-congruent judgments. This
is not the case when we are aware that our mood is due to some irrelevant
source, such as the weather, in which case our feelings do not seem informative
for the judgment at hand (e.g., Schwarz & Clore, 1983). This experiential ap-
proach to human judgment can also help us understand the judgmental impact
of cognitive experiences, that is, subjective feelings generated in the course of
information processing. Here, we specifically address subjective experiences that
derive from the ease or difficulty with which image information can be pro-
cessed, or visual fluency.

The chapter is organized as follows. The first section introduces the concept of
visual fluency. Next, we review research that explores the role of processing fluency
in judgments of visual characteristics of stimuli. After that, we show that similar
processes may underlie complex cognitive assessments, such as judgments of pre-
vious occurrence (“Have I seen this before?”) and judgments of the truth value (“Is
the assertion true?”). Subsequently, we address the influence of fluency experi-
ences on preferences (“Do I like the object?”) and highlight the affective conse-
quences of visual fluency. After reviewing these findings, we contrast objectivist
models of visual appeal with our “experiential” account of aesthetic judgment.
This account traces the appealing nature of certain characteristics of visual stimuli
(like symmetry, brightness contrast and related variables) to their facilitative effect
on processing. Our theory has several implications for thinking about visual per-
suasion. One is that visual appeal is “in the processing experience of the perceiver”
rather than “in the features of the object.” Further, our theory groups different
objective variables that influence visual appeal under that same theoretical um-
brella as factors that influence perceiver’s processing experience. Specifically, we
contend that any variable that makes a stimulus easy to process will also increase
the stimulus’s appeal. We conclude with some caveats and a discussion of the lim-
itations of the available evidence.
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VISUAL FLUENCY

Any stimulus may be processed with differing degrees of speed, effort, and accu-
racy. To capture these differences, psychologists have introduced the term process-
ing fluency (e.g., Jacoby, Kelley, & Dywan, 1989). Empirically, fluency can be
manipulated by a large number of variables. Some of these variables affect the
speed and accuracy of low-level processes concerned with the identification of a
stimulus’ physical identity and form; these variables influence perceptual fluency
(e.g., Jacoby et al., 1989). Such variables include the contrast between the figure
and ground, stimulus clarity, presentation duration, or the amount of previous
perceptual exposure to the stimulus. Other variables affect the speed and accuracy
of high-level processes concerned with the identification of stimulus meaning and
its relation to semantic knowledge structures; these variables influence conceptual
fluency (e.g., Whittlesea, 1993). Such variables include semantic predictability,
consistency between the stimulus and its context, and the availability of appropri-
ate mental concepts for stimulus classification.

The distinction between perceptual and conceptual fluency is important for
thinking about the underlying mechanisms and the specific variables that may
influence fluency. However, empirically both types of fluency tend to show paral-
lel influences on judgments. Thus, we use the summary term fluency to refer to
both perceptual and conceptual operations, and use the term visual fluency to
specifically refer to the processing of image information. Another useful distinc-
tion is between objective fluency (“ease” assessed by actual processing speed and
accuracy), and subjective fluency (“ease” assessed by the subjective feeling of low
effort, high speed, and accuracy). The subjective experience of fluency usually cor-
responds to objective fluency, although there are important exceptions to this gen-
eralization, which we address at the end of the chapter.

A growing body of research indicates that changes in processing fluency in gen-
eral, and visual fluency in particular, have consequences for a variety of cognitive
and affective judgments. On the cognitive side, fluency influences judgments of
perceptual characteristics, judgments of previous occurrence, and judgments of
truth. On the affective side, fluency influences judgments of liking for everyday
objects and abstract shapes as well as physiological affective reactions to pictures.
Next, we review this research and emphasize its implication for visual persuasion.

COGNITIVE CONSEQUENCES OF VISUAL FLUENCY

It is usually easier to perceive stimuli that are presented for a long rather than a
short duration or with high rather than low clarity. It is also easier to perceive stim-
uli that are familiar or preceded by related material, rather than stimuli that are



78 WINKIELMAN ET AL.

novel or preceded by unrelated material. All of these variables (long duration, high
clarity, familiarity, relatedness) have a similar facilitatory effect on processing and
may lead to similar fluency experiences. Because we have only one window on our
subjective experiences, however, we may misread the fluency resulting from one
of these sources as being due to a different source. This process is similar to the
demonstrations that people have difficulty distinguishing between different sources
of physical arousal (e.g., caffeine, exercise, attractive picture) because these differ-
ent sources result in a similar experience.

Judgments of Perceptual Characteristics

Consistent with this idea, several studies have demonstrated that perceptual flu-
ency resulting from previous exposure to a stimulus can be misattributed to the
duration or clarity of the stimulus presentation (e.g., Whittlesea, Jacoby, & Girard,
1990; Witherspoon & Allan, 1985). For example, people who have seen a given
stimulus before, and hence find it easier to process, infer that the current presenta-
tion lasted longer, or had higher clarity, than people who have not previously seen
this stimulus. The same effect can be obtained with manipulations of conceptual
fluency under conditions that do not require a previous visual experience with the
stimulus. For example, Masson and Caldwell (1998) asked participants to rate the
visual clarity and duration with which a target word (e.g., “arrow”) was presented
to them on a computer screen. As expected, participants inferred longer presenta-
tion durations and higher visual clarity when a preceding semantic task (e.g., com-
plete the sentence, “An archer shoots a bow and ”) had rendered the target
word highly accessible. Again, the processing fluency resulting from a preceding
task was misattributed to characteristics of the visual stimulus itself.

Memory lllusions

Conversely, the fluency resulting from visual characteristics of a stimulus may be
misattributed to effects of previous exposure to the stimulus, thus leading to
“memory illusions” (Jacoby & Whitehouse, 1989). For example, Whittlesea et al.
(1990) exposed participants to a study list of rapidly presented words. Following
this exposure, participants were shown a test list of words and asked whether or
not these words had appeared on the previous list. The perceptual fluency of the
test words was unobtrusively manipulated by overlaying them with visual masks
consisting of dot patterns varying in density, manipulated by the number of dots.
As expected, the words shown with more clarity (i.e., with a lower density mask)
were more likely to be “recognized” as having appeared on the previous list. Partic-
ipants presumably misattributed the higher perceptual fluency resulting from
visual clarity to previous exposure. Consistent with this interpretation, this “mem-
ory illusion” disappeared when participants were aware that the clarity of the
visual presentation was being manipulated.
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Recently, we have demonstrated that such “memory illusions” extend to manip-
ulations of conceptual fluency and to judgments of pictures (Fazendeiro, Winkiel-
man, & Luo, 2002). First participants saw a study list that included pictures and
words. Next the participants saw a test list and indicated which items had appeared
previously. Some items on this list were presented on the study list (“old” items),
whereas others were not (“new” items). Moreover, some of the new items were
unrelated to anything on the study list (“new-unrelated”), whereas other new
items were associatively related to stimuli from the study list (“new-related”).
Further, all “new-related” items were presented in a different modality than their
associates. For example, if the word “bottle” appeared on the study list, a “new-
related” test stimulus might be a picture of a wineglass, whereas a “new-unrelated”
stimulus might be a picture of a chair. We expected “new-related” pictures (e.g.,
wineglass) would be falsely recognized as having been presented earlier because
the associatively related word (e.g., bottle) would result in enhanced processing
fluency. Indeed, participants were more likely to claim that they had previously
seen the “new-related” items than the “new-unrelated” items, presumably because
they misattributed the fluency with which they could process these pictures to pre-
vious exposure. Consistent with this interpretation, the observed memory illusion
was eliminated when participants were told that their feeling of familiarity could
be influenced by music playing in the background, thus undermining the infor-
mational value of the fluency experience for making the memory judgment
(Winkielman & Fazendeiro, 2000).

In sum, variables that increase perceptual fluency (like previous exposure, pres-
entation duration or clarity) as well as variables that increase conceptual fluency
(like thinking about associatively related concepts) can influence the subjective
fluency experience that accompanies the processing of a stimulus. Because people
are typically unaware of the specific source of this experience, they may misat-
tribute it to any plausible factor that is brought to their attention. Hence, fluency
due to high presentation clarity may lead one to infer that one has seen the stimu-
lus before, much as fluency due to previous exposure may lead one to infer that the
stimulus is currently shown with high clarity.

Judgments of Truth

When the objective truth of a statement is difficult to evaluate, people often draw
on social consensus information to arrive at a judgment—what many believe is
probably true (Festinger, 1954). Thus, we may distrust some information when we
hear it for the first time, but when we hear it repeatedly from different sources,
we may eventually accept it. In fact, Allport and Lepkin (1945) observed in a clas-
sic study of rumor transmission that the strongest predictor of belief in wartime
rumors was simple repetition. Consistent with this logic, numerous studies dem-
onstrated that a given statement is more likely to be judged “true” the more often
it is repeated. This illusion of truth effect (Begg, Anas, & Farinacci, 1992) has been
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obtained with trivia statements or words from a foreign language (e.g., Arkes,
Hackett, & Boehm, 1989; Gilbert, Krull, & Malone, 1990; Hasher, Goldstein, &
Toppino, 1977) as well as advertising materials (e.g., Hawkins & Hoch, 1992).

Relating the preceding discussion of perceptual fluency to the judgments of
truth, we may conjecture that statements that are easy to process should be more
likely to be judged “true” than statements that are difficult to process. As reviewed
earlier, people are more likely to infer that they have seen a stimulus before if the
stimulus is easier to process—for example, because it is presented with high clar-
ity or for a long duration. If so, the clarity of presentation may result in a memory
illusion, which in turn may influence the likelihood that a statement is accepted as
true. In an empirical test of this conjecture, Reber and Schwarz (1999) presented
participants with statements like “Osorno is a city in Chile” and asked them to
decide, as rapidly as possible, whether each statement is true or false. To manipu-
late perceptual fluency, the statements were shown in colors that made them easy
(e.g., dark blue) or difficult (e.g., light blue) to read against the background color.
As expected, a given statement was more likely to be judged “true” when it was easy
rather than difficult to read. Thus, the ease of visual processing resulted in an illu-
sion of truth, presumably because perceptual fluency led to a feeling of familiarity.

Fluency may also influence truth judgments by routes other than the feeling of
familiarity. For example, in a clever study by McGlone and Tofighbakhsh (2000),
participants judged novel aphorisms presented in a rhyming form (e.g., “woes
unite foes”) as more true than the same aphorisms presented in a nonrhyming
form (e.g., “woes unite enemies”). The authors suggest that this phenomenon is
due to people’s implicit reliance on the “beauty (rhyme) equals truth” heuristic,
also known as Keats’s rule—a reference to the poet’s famous assertion in “Ode on a
Grecian Urn” that “beauty is truth, truth beauty, that is all ye need know.” In either
case, a given statement is more likely to be accepted as true when it is easy to process.

In combination with the findings reviewed in the preceding section, these
results highlight that people are typically unaware why a given stimulus is easy to
process. Accordingly, the experience of processing fluency can be attributed to a
wide range of different variables, with different implications for subsequent judg-
ments. Quite obviously, nobody would infer that a given statement is likely to be
true because it is easy to read, for example. Yet when the subjective experience of
fluency is misread as an indication of the apparent familiarity of the statement, the
statement is accepted as true. Future research may fruitfully explore if variables
that facilitate the fluent processing of more complex persuasive communications
enhance their persuasive appeal in similar ways.

AFFECTIVE CONSEQUENCES OF VISUAL FLUENCY:
JUDGMENTS OF LIKING AND PREFERENCE

The fluency effect that is probably of most interest to readers studying persuasive
imagery is the observation that the ease with which a stimulus can be processed
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influences people’s liking of the stimulus. The best known example of this phe-
nomenon is the mere-exposure effect identified by Zajonc (1968). As numerous
studies demonstrated, repeated exposure to a stimulus without any reinforcement
leads to a gradual increase in liking (see Bornstein, 1989, for a review and limiting
conditions). One interpretation of these findings traces the phenomenon to the
increased fluency resulting from previous exposures (for other interpretations see
Zajonc, 1998). Fluency, in turn, may influence liking in one of two ways. On the
one hand, fluency itself may be experienced as affectively positive, and this experi-
ence may be misread as resulting from pleasing features of the stimulus. On the
other hand, fluency may suggest that the stimulus is familiar (consistent with the
findings just reviewed), and familiar stimuli may be preferred over novel ones,
as initially suggested by Zajonc (1968). In either case, the assumption that fluency
is at the heart of the mere-exposure effect entails that the frequency of exposure
per se is not the crucial variable. Instead, any variable that increases the fluency
with which a stimulus can be processed should be sufficient to increase perceivers’
liking of the stimulus.

The Influence of Perceptual Fluency

Several of our own studies are consistent with this conjecture (Reber, Winkielman
& Schwarz, 1998; Winkielman & Cacioppo, 2001; Winkielman & Fazendeiro,
2000). The logic of these studies is rather straightforward. Participants are asked to
indicate their liking for a variety of pictures. In most of our studies, these pictures
are simple line drawings with similar name agreement, image agreement, familiar-
ity, and visual complexity. The pictures range from everyday objects, such as a
wineglass, car, or lamp, to common animals, such as a horse, dog, or bird (Snod-
grass & Vanderwart, 1980). In some studies, we have also used abstract objects
such as patterns of dots, circles, or geometrical shapes. While participants view the
pictures, the fluency with which the pictures can be processed is unobtrusively
manipulated through various methods. In some studies, a target picture is pre-
ceded by a subliminally presented visual contour that either matches or mis-
matches the target picture, thus facilitating or impeding its perceptual processing.
In other experiments, fluency is manipulated by subtle variations of the presenta-
tion duration, figure—ground contrast, or symmetry. Independent of the specific
stimuli and manipulations used, the results of all studies converge on a simple con-
clusion: Participants like the easy-to-process stimuli more. From this perspective,
the classic mere exposure effect is just one instantiation of a more general class of
phenomena. In the case of the mere exposure effect, perceptual fluency is the result
of repeated exposure, yet any other variable that increases perceptual fluency has
the same positive influence on perceivers’ preferences.

Moreover, this positive influence of perceptual fluency is not limited to per-
ceivers’ explicit judgments but can also be observed with physiological measures.
In a recent study, we monitored perceivers’ immediate affective responses to
pictures using facial electromyography (Winkielman & Cacioppo, 2001). This
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technique relies on the observation that positive reactions to stimuli manifest
themselves in small, invisible “smiles” (more electrical activity over the zygomati-
cus “cheek” muscle), whereas negative reactions to stimuli manifest themselves in
small, invisible “frowns” (more electrical activity over the corrugator “brow” mus-
cle). As expected, we observed that easy-to-process pictures generated stronger
responses over the cheek region than hard-to-process ones. These findings are
paralleled by a recent study by Harmon-Jones and Allen (2001), who observed that
enhancement of fluency via repeated exposure also leads to stronger electromyo-
graphic responses over the cheek region. In combination, these findings demon-
strate that increased fluency of processing elicits positive affective responses.

Finally, our findings on the influence of visual priming, figure—ground contrast,
presentation duration, and symmetry dovetail with other research showing that
liking for pictures can be enhanced by manipulations of image prototypicality,
symmetry, and complexity (Cox & Cox, 1988; Langlois & Roggman, 1990; Martin-
dale & Moore, 1988). From our perspective, all of these manipulations represent
different ways of increasing the ease of perceptual processing, which in turn
increases liking of the perceived stimulus (see also Shapiro, 1999).

The Influence of Conceptual Fluency

In our discussion of judgments of perceptual characteristics and “memory illu-
sions,” we highlighted the functional equivalence of visual and semantic priming.
This equivalence holds as well for judgments of liking. In the memory illusions
section of this chapter, we reviewed an experiment by Winkielman and Fazendeiro
(2000) that manipulated the fluency with which a picture (e.g., of a wineglass)
could be perceived by exposing participants to an associatively related word (e.g.,
“bottle”). This experiment also included a condition in which participants made
liking judgments. As expected, participants preferred pictures that were associ-
atively related to words presented earlier. The wineglass, for example, was rated as
more appealing when preceded by “bottle” than when preceded by an unrelated
word. This finding demonstrates that perceivers’ preferences for visual stimuli are
not only influenced by the facilitation of perceptual processing but also by the
facilitation of semantic processing.

This experiment also addressed the mechanisms underlying the fluency-liking
connection. One account suggests that this connection is due to the fact that
fluency increases the feeling of familiarity (e.g., Klinger & Greenwald, 1994; Smith,
1998). Familiar stimuli, in turn, are preferred over less familiar ones, presumably
because of the biological predisposition toward “fear of the unknown” (Zajonc,
1968). Recently, we proposed an alternative account, the hedonic fluency model,
which proposes that processing fluency may directly trigger positive affect, without
the mediation of familiarity (Winkielman, Schwarz, Fazendeiro, & Reber, 2002).
Our hedonic fluency account is based on the idea that fluency indicates good
progress toward stimulus recognition, coherent cognitive organization, and the
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availability of knowledge structures to deal with the current situations. As pro-
posed by several researchers, such qualities tend to be associated with positive
affect (e.g., Carver & Scheier, 1981; Garcia-Marques & Mackie, 2000; Ramachan-
dran & Hirnstein, 1999; Schwarz, 1990; Simon, 1967; Vallacher & Nowak, 1999).!
We tested the “familiarity” account against the “hedonic fluency” account by
informing participants that some of the feelings they may experience when watch-
ing the stimuli may be biased by external sources and thus be uninformative for
their judgments. Specifically, participants were told that an external source (music
playing in a background) either may bias their feelings of familiarity or may bias
their affective response. Interestingly, attributing familiarity to the background
music did not eliminate the effect of fluency on liking, contrary to the predictions
of the familiarity account. In contrast, attributing one’s affective response to the
music did eliminate the positive influence of fluency on liking. In combination
with the electromyographic findings reviewed earlier, this pattern of results sug-
gests that fluency is immediately experienced as positive and that its influence on
liking is not mediated by feelings of familiarity.

These findings are especially important because they highlight differences in
the mechanisms underlying the influence of fluency on cognitive and affective
judgments. Recall that attributing one’s feelings of familiarity (but not one’s affec-
tive feelings) to background music eliminated the “memory illusion” discussed
earlier. In contrast, attributing one’s affective response (but not one’s feelings of
familiarity) to background music eliminated the influence of fluency on liking.

VISUAL APPEAL RESIDES IN THE PROCESSING
EXPERIENCE OF THE PERCEIVER

Most theories of aesthetics assume that beauty resides in the object of appreci-
ation. This perspective gave rise to numerous attempts to identify objective fea-
tures responsible for visual appeal (Arnheim, 1974; Birkhoff, 1933; Fechner, 1876;
Gombrich, 1984; Maritain, 1966; Solso, 1994). Among the more prominent of
these features are simplicity, symmetry, balance, certain proportions such as the
golden section, clarity, and contrast. Recent research has proposed additional
candidates such as prototypicality or averageness of the form (e.g., Halberstadt
& Rhodes, 2000; Langlois & Roggman, 1990; Martindale, 1984). Note that all of
these characteristics share one important feature—they are likely to facilitate pro-
cessing of the stimulus. If so, we may conjecture that these well-known character-
istics render an object appealing because they enable the perceiver to experience
visual fluency, either on the perceptual or conceptual level (see Reber, Schwarz, &

'These ideas are related to observations that cognitive disorganization, as in dissonance, tends to
be experienced as unpleasant, as reflected in self-reports and in psychophysiological measures (Har-
mon-Jones, 2000; Losch & Cacioppo, 1990).
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Winkielman, 2002, for a more fully developed argument). From this perspective,
visual appeal does not reside in the object of appreciation but in the processing
experience of the perceiver.

Such an experiential approach to aesthetic judgment provides a unified and
parsimonious account for the influence of numerous, otherwise unrelated, vari-
ables. On the one hand, it plausibly accounts for the known influence of objective
characteristics of visually appealing objects, as the preceding list illustrates. On the
other hand, it accounts for the reviewed visual and conceptual priming effects,
such as the otherwise counterintuitive observation that thinking about the concept
of “bottle” increases one’s appreciation of the image of a wineglass. Findings of this
type fall outside the range of objectivist approaches to aesthetic judgment.

In addition, an experiential approach to aesthetic judgment can accommodate
individual, situational, and cultural differences without requiring differential as-
sumptions about the underlying processes. As illustrated by the influence of pre-
vious exposure and conceptual priming, what can be fluently processed depends
on an individual’s previous experience and knowledge, which are culturally con-
textualized. Moreover, temporary influences like the availability of cognitive and
motivational resources or the presence of attributional cues may influence the
generation and use of fluency experiences, resulting in systematic variation within
individuals. As illustrated in studies showing that fluency manipulations result
in qualitatively different experiences, such as the experience of pleasantness and
the experience of familiarity, our approach allows for the richness of subjective
experiences that characterize aesthetic appreciation. Finally, “fluency-like” expe-
riences may be generated by a variety of context-specific operations within the
visual and semantic system, such as component extraction, image segmentation,
grouping, meaning analysis, and integration with previous knowledge structures
(see Ramachandran & Hirnstein, 1999). As a result, aesthetic judgments are likely
to be influenced by numerous variables that are unrelated to the object of appreci-
ation. Yet the influence of these variables may be fruitfully traced to the perceiver’s
experience of visual fluency, potentially providing a unifying framework for the
psychological analysis of aesthetic experience.?

CAVEATS AND LIMITATIONS

As already mentioned, there are important individual, cultural, and situational
factors that modify the generation and use of fluency experiences. In addition, it is
also worthwhile to consider the following factors. In the studies presented earlier,

20f course, some stimulus features can elicit affective reactions independently of processing expe-
riences. For example, the affect system is evolutionarily prepared to respond to frowning faces, snakes,
spiders, erotic signals, and so on, even when these stimuli are presented subliminally (Oehman, 1997;
Winkielman, Zajonc, & Schwarz, 1997).
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objective fluency (actual processing speed) was closely related to subjective fluency
(the feeling of processing ease). However, under some circumstances these pro-
cesses may become dissociated. For example, under the influence of alcohol, the
subjective feeling of fluency may greatly exceed the objective speed of process-
ing— perhaps another reason why alcohol promotes generosity in aesthetic judg-
ments? On the other hand, some automatic, reflex-like mental processes charac-
terized by high objective fluency (e.g., low-level visual processes) may not be
accompanied by a subjective experience of ease, and may have little effect on the
type of cognitive and affective judgments just discussed. Other factors worth con-
sidering are the perceiver’s expectations with regard to processing experiences.
Theoretically, the fluent processing may have the most impact when fluency is
unexpected. For example, we do not seem to experience a distinct feeling of famil-
iarity when we encounter people we know well, even though objective processing
is very fluent in such encounters. Consistent with this possibility, Whittlesea and
Williams (1998, 2000) found that when people are surprised by being able to inter-
pret a stimulus that initially appears uninterpretable, they are particularly likely to
attribute processing ease to prior experience. This possibility may explain why a
cultural cliché, such as an overplayed jingle, will not generate a pleasantness expe-
rience, even though it is cognitively processed with very high fluency. To produce
a meaningful subjective experience, processing fluency may need to deviate from
the person’s internal norm as to how fluently a particular stimulus should be
processed. Further, as pointed out by Whittlesea (personal communication, 2001),
predictably fluent processing may actually reduce the experienced interest in the
item, and thus reduce its overall evaluation. These speculations are consistent with
earlier research by Berlyne (1974) that demonstrated a decrease in evaluation for
stimuli that were very simple and very familiar (although Berlyne’s explanation
was different from the one proposed here).

Finally, when are perceivers most likely to draw on their subjective experiences
in forming a judgment? Several authors suggested that conditions such as low
involvement, low processing capacity, time pressure, and so on, tend to promote
heuristic processing such as the use of the “How-do-I-feel-about-it” strategy (e.g.,
Chaiken & Trope, 1999; Petty & Cacioppo, 1986; Schwarz, 1990). The available
evidence is consistent with these predictions (see Schwarz & Clore, 1996, for a
review). Note, however, that reliance on one’s feelings is only a “heuristic” strategy
when the judgment pertains to non-affective dimensions. When the judgment per-
tains to a feeling (e.g., judgment of liking), reliance on one’s feelings reflects the use
of the most diagnostic substantive information available (Schwarz & Clore, 1996).

CONCLUSIONS

The reviewed research highlights the crucial role of subjective experiences in
human judgment. One of these experiences is the ease with which a stimulus can
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be processed. The experienced processing fluency is a function of formal features
of the stimulus, like figure—ground contrast or presentation duration, as well as the
perceiver’s previous experiences, like earlier exposures or thoughts about associ-
atively related material. Because perceivers are typically unaware of the specific
source of visual fluency, they may attribute the experience to any plausible candi-
date that comes to mind. Thus, they may erroneously infer from fluency that is due
to previous exposure that the stimulus is presented for a long duration, or may
infer from fluency due to duration that they have seen the stimulus before. This
“free floating” nature of the fluency experience explains the broad range of sub-
stantive judgments—most notably judgments of truth, familiarity, and liking—
for which this experience can serve as a source of information. As is the case for
other types of experiential information, people only draw on their fluency experi-
ences when the informational value of the experience for the judgment at hand
is not called into question. When people are aware that their experience may be
due to a source that is unrelated to the object of judgment, the otherwise observed
influence is attenuated or eliminated.

On the theoretical side, our findings illustrate that analyses of visual persuasion
need to consider the interplay of objective features of the stimulus, the context in
which the stimulus is presented, and the perceivers’ subjective experiences. On the
applied side, our findings indicate that easy-to-process messages are more appeal-
ing and persuasive. Many of the variables that facilitate processing are well known
to practitioners, like figure—ground contrast, clarity, symmetry, and proportion.
Other variables, like priming procedures or the match between stimulus and con-
text, have received limited attention in the applied domain. Their systematic explo-
ration promises a fruitful avenue for future research at the interface of psychology
and visual design.
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CHAPTER FIVE

A Levels-of-Processing Model
of Advertising Repetition Effects

Christie L. Nordhielm
Northwestern University

Visual images, particularly those utilized in persuasive contexts, are rarely pre-
sented just once. In fact, a presumption of advertisers and others seeking to per-
suade is that one exposure will not suffice: repetition is a crucial aspect of visual
persuasion. It is therefore interesting to consider how much (or little) repetition
of a particular visual image is necessary to generate the hoped-for consumer re-
sponse. Both popular wisdom and academic research suggest that, beyond some
level, additional exposures to a particular persuasive image may have a deleteri-
ous impact on effectiveness. This issue has generated substantial research seeking
to identify the optimal level of exposure under a variety of conditions. For exam-
ple, advertisers have spent considerable resources attempting to determine how
long and how frequently they should employ a particular advertising execution,
package design, or corporate logo. Researchers who have explored this issue have
termed the outcome typically produced by overexposure to an advertisement or
other stimulus wearout, meaning that at some level of repetition, people’s affec-
tive response to a visual stimulus either is no longer positive or shows a signifi-
cant decline (Pechman & Stewart, 1988, p. 286). Several experimental studies
found that wearout of specific advertisements occurred after 3 to 10 exposures
(e.g., Batra & Ray, 1986; Belch, 1982), although the precise point at which wear-
out occurs presumably depends on a variety of advertising-specific (e.g., ad-
vertising complexity) and/or context-related factors. Nonetheless, the typical
relationship between exposure and affective response is believed to display an
inverted U-shaped pattern, where initial exposures generate increasing familiar-
ity and positive affect, but subsequent exposures eventually lead to wearout and
a decrease in positive affect.

To stave off such wearout, advertisers frequently develop a pool of ads that
employ different executions but convey the same basic material and claims.
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These executions typically share a number of common features, such as the
brand name, logo, tag line, and advertising border or background, whereas other
features such as the storyline, headline, ad copy, and setting are varied. The logic
is that by introducing variation in such advertising executions, the onset of
wearout will be greatly delayed. Consistent with this logic, several experimental
studies have found that varying ad executions can effectively delay the onset of
wearout (e.g., Calder & Sternthal, 1980; Grass, Wallace, & Winters, 1969), and
this appears to hold true for print advertisements (McCullough & Ostrom,
1974), for children’s television ads (Gorn & Goldberg, 1980), and for ads em-
bodying variations of both form and content (Schumann, Petty, & Clemons,
1990). For example, work by Calder and Sternthal (1980) found that increasing
the number of different executions presented in a pool of repeated ads from one
to three had a significant positive impact on product evaluations. Moreover,
Unnava and Burnkrant (1991) found that repetition of different versus identical
print ads significantly heightened brand recall.

To date, however, research that has investigated the wearout phenomenon has
consistently examined people’s affective response to repeated exposures of a stim-
ulus as a whole, where an advertisement or a product package was the repeated
item. That is, repetition effects generally have been studied by varying levels of rep-
etition of a single advertisement (Batra & Ray, 1986; Belch, 1982) or series of ads
(Cacioppo & Petty, 1979; Calder & Sternthal, 1980), as opposed to examining the
effects of repetition of the specific elements or features of the ad. Hence, we know
very little about how repetition of a particular feature within a visual image might
influence peoples’ affective response to that image. This latter issue would seem to
be important because if repetition of a particular feature of a persuasive image
leads to wearout of that feature, this may have a negative impact on affect toward
the image as a whole. If this is indeed the case, it is possible that a new image that
contains a previously viewed feature may wear out more quickly than an image
that does not contain such a feature.

The preceding discussion suggests that an important question is whether the
relationship between repetition of a particular feature and affective response ex-
hibits the same inverted U-shaped pattern as has been observed between repetition
of an entire ad and affective response. The purpose of this chapter is to examine
this question of how repeated exposure to specific features in a communication
may influence people’s affective response to the communication as a whole, why
this occurs, and what factors may moderate such outcomes. Based on a series of
studies, I develop the thesis that the impact of repeated exposure to particular ad
features on people’s affective response is determined by how those features are
processed. Specifically, I hypothesize that when a feature is processed in a relatively
shallow manner, the exposure—affect relationship is monotonically increasing, but
when a feature is processed in a deeper manner where people elaborate on its
semantic meaning, the relationship between frequency of feature exposure and
affective response will exhibit an inverted U-shaped pattern.
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THE IMPACT OF FEATURE REPETITION

A key assumption in this line of reasoning is that the repetition of a particular fea-
ture of an advertisement can have a unique, separable impact on people’s affective
response to the advertisement as a whole. That is, if we consider people’s past expo-
sure to a particular feature, we can better predict their affective response to a new
image that contains this feature. This feature-based model of repetition effects pro-
poses that affective response to a stimulus is a function of people’s response to the
individual features of that stimulus. This model may be compared to the more
commonly accepted holistic model, one that does not consider past exposure to
features, but only frequency of exposure to the stimulus as a whole. By manipulat-
ing people’s frequency of exposure to a particular feature in an advertisement,
I was able explore the possibility that, under certain conditions, repeated exposure
to a particular feature of a persuasive image may not result in the wearout nor-
mally observed when the stimulus as a whole is repeated. In other words, while
an ad as a whole might be subject to wearout, it might be possible to repeatedly
expose a particular feature of an ad and observe an increase in affective response
to the ad containing that feature with no wearout.

To explore this possibility, I conducted two studies that generated promising
results (Nordhielm, 1996). In one study, I presented participants with a series of
geometric patterns and asked them to assess liking on a 7-point scale. These pat-
terns were constructed using four features: shape (square or circle), color (red or
blue), border (black or colored), and pattern (open or filled). In total, 16 unique
patterns were thus generated, presented in Fig. 5.1, with each pattern assuming
one of two possible values associated with each feature (e.g., a red square with a
black border and open pattern, a blue circle with a colored border and closed pat-
tern, etc.). Using a 17-inch computer monitor, I presented three participants with
up to 180 of these patterns in random order, asking them to assess their liking after
each presentation. These presentations were random; hence the number and order
of repetitions of each pattern, as well as each feature, varied from participant to
participant. I then tested two different regression models to assess whether it was
more accurate to predict liking based on past exposure to features or the whole
pattern. For all three participants, I was better able to predict their liking for a
particular pattern by considering how frequently the participant had seen the
particular features of the pattern, as opposed to considering how many times the
participant had seen that specific pattern.

These results were encouraging; they suggested that I might be able to influence
liking for a persuasive image simply by manipulating past exposure to a particular
feature of that image. In a second study I did just that. Using 88 pictures of dif-
ferent earrings from the same designer, I “constructed” a series of ads consisting
of a headline with the designer’s name, a background, and a picture of one earring.
I created two simple backgrounds from either a vertical pattern or a diagonal
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pattern. Examples of these ads are presented in Fig. 5.2. I then asked participants to
review a series of these ads on a computer screen, under the guise that they were
evaluating a new web site. Half the participants saw 80 ads presented with a verti-
cal background and 8 with a diagonal background, and half saw 80 of diagonal and
8 vertical backgrounds. Following these exposures, respondents viewed one more
ad featuring a new earring displayed against either the high (80) exposure or the
low (8) exposure background. For this ad, they were asked to indicated liking and
purchase intent on a 9-point scale. Consistent with my predictions, liking and
intent to purchase the piece of jewelry were significantly higher when it was pre-
sented against the high-exposure background, regardless of whether it was vertical
or diagonal (see Table 5.1).

FIG.5.1. Sixteen unique patterns using four features. (See Color Panel C)
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FIG.5.2. (A) Sample jewelry ad, diagonal (B) Sample jewelry ad, horizontal background.
background.

TABLE 5.1
The Effect of Feature Exposure Frequency on Affective Response
and Purchase Intentions for the Target Ad Product

Dependent Measure

Frequency of Exposure
to Target Ad Background — Affective Response ~ Purchase Intention  Interestingness

High 6.40° 4.92¢ 6.24
Low 5.300 3.20° 6.20

“bMeans with different letters are different from one another at p < .05.

It is particularly interesting that the relationship between feature repetition and
affective response remained positive as repetition of the background ad feature
increased from 8 to 80 exposures. This observation is ostensibly noteworthy as it
contrasts with the results of many previous advertising repetition studies, which
have reported a downturn in affective response after advertisement repetition lev-
els of as few as five exposures (e.g., Calder & Sternthal, 1980). In other words, it
appears that wearout occurs for ads, but not necessarily features of those ads.

These experiments offer several interesting observations, but also leave unan-
swered questions. First, the studies suggest that repeated exposure to a particular
feature of a stimulus heightens familiarity and liking for that stimulus as a whole.
This finding is in contrast to the inverted U-shaped relationship commonly ob-
served when the repeated element is the ad as a whole. Indeed, this apparent in-
consistency echoes the more general one observed in the repetition literature as a
whole (e.g., Crandall, Montgomery, & Rees, 1973, Experiment 1; Kail & Freeman,
1973; Zajonc, Crandall, Kail, & Swap, 1974, Experiment 2). Interestingly, although
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most repetition studies performed using advertising stimuli report an initial in-
crease followed by a downturn in affective response as the number of exposures
increases, studies that examine repetition of nonpersuasive stimuli— particularly
studies involving relatively short exposure durations—generally report mono-
tonically increasing affect with repeated exposure, which is the same outcome
observed in the present study, although here the stimuli were presumably per-
suasive, if only because they were advertisements. These different patterns of out-
comes have given rise to two alternative theories about the relationship between
repeated exposure and affective response. In the sections that follow I briefly
describe these two theories and then discuss further research that examines issues
raised by these theories.

THEORIES OF REPETITION EFFECTS

The dominant explanation for the commonly observed inverted U-shaped rela-
tionship between exposure and affect is offered by modified two-factor theory
(Cacioppo & Petty, 1979). Modified two-factor theory is derived from Berlyne’s
(1970) two-factor theory, which proposes that two factors, positive habituation
and tedium, mediate the relationship between repetition and affective response.
This is the familiar experience that we feel when subjected to multiple exposures to
the same persuasive image: We tend to like it a bit more with repetition while we
become accustomed to it, but at some point there is nothing more to get used to,
and we become increasing bored with further exposures. Eventually our feelings of
boredom outweigh our feelings of familiarity, and the net effect of additional
exposures is negative instead of positive.

Modified two-factor theory builds on Berlyne’s two-factor model by associ-
ating positive habituation and tedium with positively and negatively-valenced
thoughts. That is, affective response to the repeated presentation of a message is
mediated by the number of positive and negative thoughts that are generated in
response to that message, and the valence of these thoughts depends on the rela-
tive magnitude of the positive habituation and tedium the respondent experi-
ences (Cacioppo & Petty, 1979). Because initial repetitions generate mostly posi-
tive habituation, the number of positive thoughts is presumed to increase over
these initial presentations, whereas later repetitions are presumed to generate
increasing tedium and therefore more negative thoughts. Affective judgments are
presumed to be the net of both positive and negative thoughts, and will therefore
increase initially as the number of positive thoughts increases with increasing
exposure, then decline as the influence of negative thoughts exceeds that of pos-
itive thoughts.

Although the inverted U-shaped relationship between exposure and affective
response is prevalent, this relationship appears not to hold under certain condi-
tions. Using both black-and-white photographs and simple line drawings, Born-
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stein and D’Agostino (1992) reported that when respondents view the stimuli
repeatedly, their affective response increases and then decreases after some number
of repetitions, resulting in the expected inverted U-shaped relationship between
repeated exposure and affect. However, when exposure durations are extremely
short (i.e., less than 1 s) so that processing of the stimuli remains a constant chal-
lenge despite relatively high exposure frequency, a monotonically increasing rela-
tionship between repeated exposure and affect emerges.

This finding suggests that when respondents engage in minimal processing of a
stimulus no downturn in affective response is likely to occur even at relatively high
levels of repetition. The modified two-factor model doesn’t really consider the
mechanism that presumably underlies this type of increase in affective response,
namely, an increase in the ease with which the stimulus is processed perceptually,
or perceptual fluency (Mandler, Nakamura, & Van Zandt, 1987). This is because
modified two-factor theory is predicated on the assumption that conscious se-
mantic processing mediates affective response, whereas this type of conscious pro-
cessing is presumed not to occur in the case of extremely short or subliminal expo-
sure durations. In fact, it has been argued that this lack of conscious processing on
the part of the viewer, or ability to “defend” oneself against a persuasive message,
may contribute to how easily persuaded the viewer may be (Bargh, 1992). Thus,
when ability to process the stimulus is limited, a model that considers the influence
of increased perceptual fluency may provide a better account of the mechanism
that is responsible for the increasingly monotonic relationship observed between
exposure and affect.

A model of this type has been suggested by Bornstein and D’Agostino (1994),
and it is commonly called the perceptual fluency/misattribution model (see also
Jacoby, Toth, Lindsay, & Debner, 1992; Mandler et al., 1987). According to this
model, the perceptual fluency of a stimulus, which refers to the ease with which
people perceive, encode, and process it, can be heightened by factors such as prior
stimulus exposure, or it can be impeded by other factors such as the degraded
visibility of a stimulus. Yet although people often experience fluctuations in their
perceptual fluency of stimuli, they generally lack insight into the true cause of such
experiences. Thus, if after experiencing such variations in perceptual fluency they
are asked to assess a stimulus on a dimension that is difficult to judge (e.g., they are
asked whether they like the stimulus), they often misattribute the cause of the
perceptual fluency to the stimulus’s status on the dimension in question. Hence, if
as a result of past exposure a person is relatively perceptually fluent with a stimu-
lus, but doesn’t recall the past exposure, the person may think he or she is experi-
encing this feeling of fluency because he or she likes it. This perceptual fluency/
misattribution phenomenon has been demonstrated by Mandler et al. (1987), who
found that people misattributed enhanced perceptual fluency, which actually was
caused by prior exposure to a stimulus, to their heightened liking of the stimulus,
the lightness of the stimulus, or the darkness of the stimulus, depending on which
of these potential causes was queried. Thus, it appears that people’s misattribution
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of perceptual fluency is not limited to the affective dimension of a stimulus.
Rather, it extends to nonaffective descriptive dimensions as well.

Bornstein and D’Agostino (1994) examined the implications of the perceptual
fluency/misattribution model when applied to a repeated stimulus exposure situ-
ation where participants were given an opportunity to adjust for possible misattri-
bution. The authors hypothesized that when participants were told that they were
evaluating stimuli they had seen before, they would correct for their tendency to
misattribute heightened perceptual fluency to stimulus liking. Participants in the
Bornstein and D’Agostino study first took part in a familiarization task where they
received brief (100-ms) exposures to 15 simple line drawings repeated randomly
10 times each. Then they were presented with 18 target stimuli to evaluate, 3 of
which had been presented in the familiarization stage. However, prior to indicat-
ing their liking of the target stimuli, participants were informed either that none
of the drawings they were about to see had been presented before (new condition)
or that all of them had been presented previously in the familiarization phase
(old condition).

As expected, liking for familiar drawings (i.e., drawings that truly had been
viewed in the familiarization phase) was greater than liking for unfamiliar draw-
ings condition. However, if respondents had been told that they had previously
seen the drawings, this difference disappeared. Hence, the authors concluded that
when participants are given an opportunity to adjust for misattribution by receiv-
ing explicit information about previous stimulus exposure, such “mere exposure
effects” disappear. Similar results were also reported in the same study for sublim-
inal stimulus presentations. These results open up an interesting area of repetition
effects that has not previously been considered. The model I present next attempts
to integrate this perceptual fluency/misattribution model with the two-factor
model of repetition effects.

THE LEVELS-OF-PROCESSING MODEL

The preceding discussion suggests that although modified two-factor theory ac-
counts for a considerable portion of the mere and repeated exposure effect find-
ings, perceptual fluency/misattribution theory may provide a more appealing
model when deeper processing of stimuli is impeded. Bargh (1992) proposed that
this perceptual fluency/misattribution model applies when two conditions prevail:
(a) people experience a variation in their perceptual fluency (e.g., possibly due to
repeated exposure of a stimulus), and (b) they are unable to accurately identify the
source of that fluency. In the aforementioned study by Bornstein and D’Agostino
(1994), this inability to identify the source of perceptual fluency was caused by lack
of opportunity; that is, the exposure durations were so short that respondents pre-
sumably could not determine whether or not they had been exposed to a particu-
lar stimulus previously. In essence, they were only able to engage in shallow, as
opposed to deep, processing of the stimuli.
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As discussed earlier, two-factor theory and perceptual fluency/misattribution
theory represent the dominant explanations for why and how repeated exposure
to an object or feature influences people’s affective responses. At the same time,
neither theory alone seems to provide the best explanation for the findings of all
studies that have examined the effects of repeated stimulus/feature exposure on
affective judgments. Given the inherent viability of both theories and the observa-
tion that each appears to account for some but not all findings, an important ques-
tion that emerges is, what determines when the mechanisms proposed by each of
these theories operate?

Examination of the extant literature provides some support for the notion that
the level of processing people employ during stimulus or feature exposure might
determine when repeated exposure produces effects that are more consistent with
those suggested by either modified two-factor or perceptual fluency/misattribu-
tion theory. Specifically, the mechanism described by perceptual fluency/misat-
tribution theory would seem to operate when stimuli or features are processed in
a shallow manner and result in a monotonically increasing repeated exposure—
affective response function. However, the modified two-factor theory may operate
when stimuli/features are processed more deeply and thereby receive more elabo-
rative analysis. Thus, in the latter case, the repeated exposure—affective response
relationship would exhibit an inverted U-shaped pattern.

Some research seems to support this view that level of processing can moderate
repetition effects. For example, Hawkins and Hoch (1992) found that repeated
exposure to trivia statements heightened the perceived truth of these statements—
a phenomenon called the “truth effect”—and that this relationship between repe-
tition and assessed truth was moderated by the type of processing participants
employed during statement exposure. Specifically, the truth effect was strongest for
participants who processed the information in a shallow, nonelaborative manner
(e.g., rote rehearsal) as opposed to a more elaborative manner (e.g., evaluating
meaning and veracity) or extremely minimal manner (e.g., completing an ortho-
graphic task). The stronger truth effect in the shallow versus deep processing con-
dition may have resulted from the statements’ heightened perceptual fluency with
increased exposures, which was then misattributed as being due to the enhanced
truth of the repeated statement. In contrast, a different process is implicated in the
deep processing condition. In this condition, elaborative processing likely pro-
duced an increase in the number of positive thoughts generated. As predicted by
modified two-factor theory, however, at higher exposure levels continued elabora-
tion on the same stimulus may result in tedium and the generation of fewer posi-
tive thoughts and more idiosyncratic thoughts. This in turn may have contributed
to the observed weakening of the truth effect at higher exposure levels when the
stimuli were processed elaboratively.

The thesis proposed here is that level of processing determines whether repeti-
tion produces a monotonically increasing or an inverted U-shaped pattern of
affective response. This is based on the hypothesis that the level of processing peo-
ple engage in determines whether perceptual fluency/misattribution theory or
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modified two-factor theory best represents the mechanism which underlies the
relationship between exposure and affect. Figure 5.3 delineates these relationships
graphically. When stimuli and/or features are processed in a shallow manner,
repeated exposure to such items is likely to enhance perceptual fluency of these
stimuli/features. In turn, the mechanism described by the perceptual fluency model
should apply. That is, individuals are likely to misattribute the enhanced percep-
tual fluency of the items to any aspect (e.g., liking) of the items that is salient and
appears to be a plausible cause of the enhanced fluency. On the other hand, when
stimuli are processed in a deeper manner, more elaborative processing is impli-
cated, and the mechanism outlined by the modified two-factor model should
apply. As such, initial exposures should increase familiarity with and comprehen-
sion of the stimulus, prompting predominately positive thoughts. But as exposure
increases further and message processing reaches a satiation point, the number of
positive thoughts that are generated should decline as relatively negative idiosyn-
cratic thoughts grow, resulting in net negative affect.

I have found support for this general hypothesis that the level of processing
respondents engage in mediates the relationship between repeated exposure and
affective response in three studies (Nordhielm, 1996, 2000). In these studies, par-
ticipants engaged in a training session in which they viewed a series of advertise-
ments at varying levels of repetition. In the deep processing condition, participants
were encouraged to elaborate on the advertisement by clicking on any elements of
the ad that they felt made the brand unique or preferable. In the shallow process-
ing condition, participants were asked to click on a small red X anytime it appeared



5. ADVERTISING REPETITION EFFECTS 101

on the screen. Individual advertisements were exposed either 0, 3, 10, or 25 times.
In a subsequent test session, participants evaluated these advertisements on several
9-point scales. Converging evidence from these studies supports the thesis that
when participants’ processing is deep, the exposure—affect relationship follows an
inverted U-shaped pattern, whereas when processing is shallow, the pattern of
response is generally increasing, with no downturn observed.

These findings are consistent with the view that during shallow processing,
repeated exposure to a feature of a stimulus is likely to elevate how fluently re-
spondents perceive or process that stimulus. In turn, processors may be prone to
misattribute this enhanced fluency to any plausible cause that happens to be rea-
sonably salient or accessible, which in this case was their affect toward the stimu-
lus. To further explore the possibility that misattribution of fluency prompted
by repetition might occur when shallow processing takes place and that such mis-
attribution could affect any salient and plausible product dimension, respondents
were asked to render judgments about both affective and nonaffective aspects of
the product.

These judgments were collected as part of a forced-choice task where partici-
pants were presented with two products and asked which of the two possessed a
descriptive characteristic (e.g., light or dark, broad or narrow distribution). Con-
sistent with the view that misattribution of perceptual fluency is likely to mediate
people’s judgments when they engage in perceptual processing, ad respondents
who had engaged in perceptual processing of the stimuli at encoding and who were
exposed to a focal product an increasing number of times more frequently judged
that the previously viewed focal product possessed a descriptive characteristic
about which they were queried, regardless of the specific characteristic. For exam-
ple, participants were more likely to judge a previously viewed product as either
light or dark. This effect was not observed for respondents in the deep processing
condition, where descriptive nonaffective judgments were insensitive to how fre-
quently they had previously viewed the products, presumably because their judg-
ments were not based on an attribution of any enhanced perceptual fluency of the
stimuli.

Further support for the levels of processing model was obtained in a thought-
listing task in one study (Nordhielm, 2000). For this task, respondents were simply
asked to list any thoughts they had about each stimulus as it was presented. This
task was included to attempt to examine the types of thoughts that participants
generated in the deep versus shallow processing condition. Results from this task
suggest that when respondents processed the ad stimuli deeply versus in a more
shallow manner, the pattern of participants’ thoughts differed significantly. Speci-
fically, under deep processing, when respondents’ frequency of exposure to the
focal product content varied, the favorableness of their affective judgments of
the product and the ad exhibited an inverted U-shaped pattern as frequency of
exposure to the focal product mounted. This observation is compatible with the
premise that when individuals are prompted to process stimuli deeply, their
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understanding and appreciation tend to grow as exposure frequency and thus
opportunity to process this stimulus elevate to some moderate level. Thereafter,
however, further exposure to the stimulus tends to stimulate considerable idiosyn-
cratic, tedium-related, or other less favorable thoughts that generally prompt a
downturn in affective judgments. Under the shallow processing condition, no such
pattern was observed.

In summary, despite the significant amount of research conducted on mere
exposure and repetition effects to date, no published work has provided a theoret-
ical model that accounts for all of the results observed in this area. The two leading
models that dominate this literature each provide only a partial explanation for the
observed results. Specifically, although modified two-factor theory predicts a
downturn in affective response after some number of exposures, it does not pre-
dict that when stimuli are viewed at an extremely short or subliminal duration,
the positive effect of repeated viewing is even stronger than when such stimuli are
exposed at longer durations. Further, modified two-factor theory does not ade-
quately explain why no downturn in affective response occurs for these extremely
short or subliminal exposures. The PF/M model accounts for these characteristics
of repeatedly presented stimuli for short exposure durations, but does not predict
a downturn in affective response for frequently exposed stimuli of longer dura-
tions.

The theorizing presented in this chapter has been offered to provide a more
complete explanation of findings in the repetition effects literatures. It is not in-
tended to discount either modified two-factor theory nor the perceptual fluency/
misattribution model. Instead, this chapter integrates these two models in a way
that provides a reasonable explanation for all results observed to date. Further, the
research presented here begins to test this integrative model, and empirical results
demonstrate its support.

IMPLICATIONS

Upon considering the practical implications of this research, a number of impor-
tant questions emerge that remain to be answered. One key issue is how time influ-
ences the relationship between feature repetition and affective response. Research
that has investigated perceptual and conceptual priming suggests that the effects of
prior exposure on affective response can actually last as long as 1 year when the
stimuli are processed perceptually, whereas when these stimuli are processed con-
ceptually, these positive effects can diminish within as little as a few minutes
(Roediger & McDermott, 1993). Hence, repeated exposure to a feature that lends
itself to deeper, more elaborative processing may result in wearout and hence
negative affect, but this negative response may dissipate within a relatively short
period of time. In contrast, the influence of prior exposure to features that have
been processed perceptually may persist for much longer.
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Another important issue is the question of what factors induce individuals to
process particular features in either a shallow or a deeper fashion. In both experi-
ments 1 and 2, it appeared that the amount of semantic content possessed by a
particular feature tended to determine which type of processing was employed.
Hence, it may be reasonable to assess features based on their semantic content and
classify them as either likely to be processed in a shallow or deeper fashion. At the
same time, particular conditions under which an individual processes a specific
feature are also likely to influence the type of processing he or she employs. In par-
ticular, if an individual’s motivation or ability to process a particular feature is lim-
ited, he or she may process it consistently in a perceptual manner, regardless of that
feature’s semantic content. On the other hand, with sufficient repetition and con-
sistent associations, any feature can become invested with semantic content over
time. Therefore, from a managerial perspective, knowledge about the amount of
semantic content a specific feature possesses, as well as the particular conditions
under which this feature has been processed, will presumably enhance marketers’
ability to anticipate the onset of wearout of repeatedly viewed stimuli.

Finally, although these results as well as those of other studies involving ex-
tremely short exposure durations (e.g., Bornstein & D’Agostino, 1992) suggest that
when features are processed in a shallow fashion, no downturn in affective re-
sponse occurs even at high exposure levels, this question merits further consid-
eration. Whether or not a downturn in affective response will eventually occur
under perceptual processing conditions when the exposure level is extremely high
remains an empirical question.
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CHAPTER SIX

Changes in Logo Designs:
Chasing the Elusive Butterfly Curve

Ronald W. Pimentel
California State University, Bakersfield

Susan E. Heckler
Georgetown University

It is human nature to take delight in exciting admiration. . . . Think, then, what a
passion it becomes with a [tour] guide, whose privilege it is, every day, to show to
strangers wonders that throw them into perfect ecstasies of admiration! He gets so
that he could not by any possibility live in a soberer atmosphere. After we discovered
this, we never went into ecstasies any more—we never admired anything—we
never showed any but impassible faces and stupid indifference in the presence of the
sublimest wonders a guide had to display.. ..

... The guides in Genoa are delighted to secure an American party, because
Americans so much wonder, and deal so much in sentiment and emotion before any
relic of Columbus. Our guide there fidgeted about as if he had swallowed a spring
mattress. He was full of animation—full of impatience. He said:

“Come wis me, genteelmen!—come! I show you ze letter—writing by Chris-
topher Colombo!—write it himself!—write it wis his own hand!—come!”

He took us to the municipal palace. After much impressive fumbling of keys and
opening of locks, the stained and aged document was spread before us. The guide’s
eyes sparkled. He danced about us and tapped the parchment with his finger:

“What I tell you, genteelmen! Is it not so? See! Handwriting Christopher
Colombo!—write it himself!”

We looked indifferent—unconcerned. . .. Then [we] said, without any show of
interest:

“Ah—Ferguson—what—what did you say was the name of the party who
wrote this?”

“Christopher Columbo! ze great Christopher Colombo!”

Another deliberate examination.

105
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“Ah—did he write it himself, or—or how?”

“He write it himself!— Christopher Colombo! he’s own handwriting, write by
himself!”

[We] laid the document down and said:

“Why, I have seen boys in America only fourteen years old that could write bet-
ter than that”

“But zis is ze great Christo-”

“I'don’t care who it is! It’s the worst writing I ever saw. Now you musn’t think you
can impose on us because we are strangers. We are not fools, by a good deal. If you
have got any specimens of penmanship of real merit, trot them out!—and if you
haven’t, drive on!”

We drove on. (Twain, 1869, pp. 214-216)

In the preceding excerpt from Innocents Abroad, Samuel Clemens and his travel-
ing companions frustrated the tour guide by evaluating the artifact on the basis
of its esthetics rather than its historical significance—or associated meaning.
Similarly, it may be a mistake to focus too narrowly on the esthetic quality of a
logo design, if preference for the logo is based on different factors, such as asso-
ciated meaning.

Well-known trademarks, logos, and other corporate identity designs (all of
which are referred to as “logos” in this study for the sake of simplicity) are valuable
assets of the companies that own them and an integral part of the persuasion
efforts. Many companies concern themselves with maintaining the value of these
visual assets.

Logo designs appear on advertisements, packaging, annual reports, letterhead,
business cards, and signs, and are incorporated into the designs of the products
themselves. Identifying the brand of a product by recognizing the logo is a major
aspect of the purchase process and is a particularly important function in this age
when so many brands and promotional messages compete for consumer attention
(Wilson, 1994).

The logo serves as a visual cue for the recall of information previously received.
An old advertising campaign for Freedent gum concentrated on three benefits of
the product: that it did not stick to dental work, that it freshened breath, and that
it moistened mouths. A package of the gum, displaying the logo, was shown prom-
inently in the advertisements. The hope was that when consumers saw the logo and
packaging again, in product displays in stores, they would remember the benefits
of the product.

In addition to the cognitive responses of identifying the brand and remember-
ing information, the logo can also elicit affective responses. It may activate emo-
tionally charged memories of experiences with the brand or with promotional
activities of the brand, such as appealing advertising. The Kool-Aid smiley-faced
pitcher is a symbol that has emotional meaning attached to it. The image was orig-
inally created in 1954, and consequently, spans generations (Pollack, 1999). In the
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1970s, Grey Advertising transformed the image into “Pitcher Man” and later,
“Kool-Aid Man,” making him an “active” figure. When Ogilvy and Mather took
over the advertising in 1998, it was a $25 million account of a brand that boasted
100% awareness among mothers and children (Thompson, 1999). Ogilvy and
Mather initially considered tinkering with the image. Through research, however,
they learned that Kool-Aid Man is strongly entrenched. Children are emotionally
attached to the image because he is familiar to them from television advertising
and is associated with product use, which often occurs at parties, picnics, and other
recreational events. A separate Kool-Aid campaign is targeted at mothers, who
are emotionally connected through childhood memories of the product and the
smiley-faced logo. It also features the trademark symbol. A recent campaign fea-
tured depictions of multigenerational groups enjoying Kool-Aid together at family
gatherings.

The logo may also represent the image of the brand. The familiar Mercedes
Benz logo is an example. The encircled three-pointed star is recognized worldwide
as a symbol of superior engineering, quality workmanship, and prestige.

If a logo is particularly effective in its design, it may not only represent the
image of the brand, but also help to formulate that image. For example, Lucent
Technologies adopted an “innovation circle” logo in hopes that it would help to
create the desired image of a “bold and innovative” company (Barboza, 1996,
p-D3). Less effective logos, on the other hand, may actually detract from the image
of the brand. Before they became part of Interbrand, the Schechter Group con-
ducted surveys of “logo value.” The 1994 survey tested 27 logos and found that
17 of them actually had a detrimental effect on the consumers’ image of the com-
pany or brand. For example, the FedEx logo had recently been redesigned and got
negative reactions from survey participants (Elliott, 1994). More recently, in an
effort to change their perceived image, Lipton Tea removed the image of Sir
Thomas J. Lipton from their packaging. The trademark image dated back to 1890
and did not suit the brand’s objective of getting people to think more of tea as an
alternative to Coke or Pepsi (O’Connell, 2001).

In some cases, the logo may represent not only the image of the brand, but also
the image of the consumer. Logos provide a means for consumers to display their
personal identification with a brand, beyond consumption of the brand or service
(Holman, 1980). An example is when a consumer wears a t-shirt or baseball cap
bearing a logo design to publicly show an association with the represented brand.
Some brands have a specific image that appeals to the consumer, such as an image
of prestige or exclusivity. Some consumers may enjoy wearing a shirt with the
Ferrari logo on it—whether they own a Ferrari or aspire to own one. In some
cases, consumers seek to display a logo to fit in with a group. This is common with
teenagers who display the appropriate logos in hopes of being identified with the
“preps” or the “surfers.” Adults may display the Harley Davidson logo to express
involvement with a biker subculture. Sometimes logos are displayed to express dis-
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Old logo

New logo

FIG.6.1.

tinctiveness. A few courageous individuals will wear a Honda jacket to a Harley-
dominated event, such as Bike Week in Daytona Beach.

Sunset magazine discovered just how attached customers can become to a logo
when they changed theirs and received letters of complaint (Fig. 6.1). One reader
stated, “The old logo was an especially valued symbol to us baby boomers”
(“Thumbs Go Up,” 1996, p. 10). Another compared changing the logo to changing
“Half Dome, the Grand Canyon, and Mount Rushmore” (“New Logo,” 1996a,
p- 10). At the same time, however, Sunset also received letters supporting the logo
change. There are theoretical models to support various approaches to changing or
retaining logo designs.

Commonly, companies try to take advantage of familiarity effects in order to
develop greater preference for the logo and the brand, through repeated exposures
of the logo (Zajonc, 1968). Some logos, such as the Arm and Hammer trademark,
have remained the same for decades. Many companies, however, also wish to take
advantage of novelty effects or to avoid boredom effects (Berlyne, 1971). Conse-
quently, many logos, such as Mr. Peanut, Betty Crocker, and the Prudential rock,
have evolved over the years through successive changes.

LITERATURE REVIEW

Theoretical concepts that can be applied to changing logo designs include famil-
iarity effects, novelty effects, boredom effects, the two-factor model of exposure
effects, the discrepancy hypothesis, and social judgment theory.
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Familiarity Effects

The concept of familiarity effects comes from research such as that published
by Zajonc in 1968. Zajonc found that preference for a stimulus could increase
through “mere exposure” —that it becomes more preferred simply by being seen
more. This response is thought to have evolved from defensive mechanisms that
make individuals wary of the unfamiliar. According to the concept of familiarity
(or mere exposure) effects, a process called “stimulus habituation” will occur such
that logos that have been seen more often or for longer periods of time will be pre-
ferred more. This is consistent with the practice of leaving logos unchanged, such
as the Arm and Hammer logo, which has been the same for decades.

Novelty Effects

In contrast to Zajonc’s findings, in 1971 Berlyne reported observing novelty
effects. Subjects of his experiments reported that pictures of animals that they had
not seen before were more “pleasing” and “interesting” than pictures that they
had seen repeatedly. These results might encourage brands to come up with new,
novel logo designs.

Boredom Effects

The seeming conflict between familiarity effects and novelty effects is resolved by
Bornstein’s finding in 1989 that boredom effects can create a limit for familiarity
effects. In addition to repeated or prolonged exposures making the individual
more comfortable with the stimulus, too much exposure can make the stimulus
boring.

Two-Factor Model of Exposure Effects

Berlyne (1970) and Bornstein, Kale, and Cornell (1990) recognized that exposure
effects can include both familiarity effects and boredom effects. They are the two
factors of the two-factor model of exposure effects. According to this model, pref-
erence grows with additional exposure to the stimulus up to a certain point. After
that point, the stimulus becomes more boring and preference decreases with addi-
tional exposure. Accordingly, consumers would be expected to become bored with
logo designs to which they were exposed too much.

Discrepancy Hypothesis

The discrepancy hypothesis lends itself well to discussions of changes in logo
designs because it addresses the concept of change more directly. It also accommo-
dates familiarity effects, boredom effects, and novelty effects simultaneously.
According to this hypothesis, once an individual has become adapted to a stimu-
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lus, slightly altered versions of the stimulus (e.g., logo) would allow for novelty
effects and would be preferred over the current version. If the stimulus is changed
too much, however, it is perceived as a new image and is preferred less than the
previous version. Haber (1958) demonstrated results consistent with the discrep-
ancy hypothesis, using water of different temperatures as stimuli. These results are
described by the distinctive butterfly curve (Fig. 6.2).

Haber had subjects place their hands in buckets of water at skin temperature.
After a time, the subjects would become adapted to that temperature. This adap-
tation level is represented as the center point on the curve (“AL” in Fig. 6.2). Once
the adaptation level was established, one of the hands would be moved to a bucket
of water at a different temperature. If the temperature of the water in the new
bucket was slightly warmer (1-3°C) or slightly cooler (1°C), the subjects preferred
the new temperature. This effect is illustrated on the butterfly curve (Fig. 6.2)—
the curve rises on both sides of the adaptation level point. If the temperature was
changed too drastically (+7°C or —3°C), however, subjects preferred the new tem-
perature less than the original temperature. This is represented on the portions of
the curve (Fig. 6.2) that slope down enough to be lower than the preference for the
adaptation level.

We interpret the discrepancy hypothesis and butterfly curve in terms of the
other theoretical concepts. The adaptation level is established through exposure to
the stimulus. This exposure allows for familiarity affects, so the preference for the
adaptation level is elevated. Because the adaptation level is not the highest level of
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FIG.6.3. Stimuli from Conners (1964) experiment.

preference, however, boredom effects may have moderated preference for the stim-
ulus at that level. Novelty effects are shown by increased preference for slight
changes in the stimulus. When the stimulus is changed too much, though, it is
perceived as a new stimulus and the preference level drops due to the loss of the
familiarity effects.

It would be a giant leap to make inferences about preferences for logo designs
from Haber’s study with its psychophysical stimuli. A study by Conners in 1964
used geometric shapes as stimuli. It bridged the gap partially by applying the dis-
crepancy hypothesis to preference for visual images (Pimentel & Heckler, 1999).

Conners’ stimuli consisted of seven eight-sided polygons (Fig. 6.3) that repre-
sent a series of progressive changes. In his experiment, subjects were instructed to
concentrate on the first stimulus for a given length of time. They were then shown
two stimuli from the set and asked to state their preference between the two. He
reported support for the applicability of the discrepancy hypothesis to geometric
shapes. His results, however, did not exhibit the hypothesis as clearly as did those
of Haber.

The geometric shapes from Conners were simple designs and were designed to
have no associated meaning. Even if his results had been as elegant and convincing
as Haber’s, it would still be another giant leap to make inferences from them about
preference for changes in logo designs that are more complex and may have strong
associated meaning. Consequently, we allowed for the idea that different theoreti-
cal models may be more applicable for our particular research focus, such as social
judgment theory.

Social Judgment Theory

Another theoretical model that addresses difference or change is social judgment
theory (Sherif & Hovland, 1961). This theory was developed concerning attitude
expression. According to it, individuals have an initial attitude that serves as a
frame of reference for comparison with incoming messages. This frame of reference
serves as an anchor, similar to the adaptation level in the discrepancy hypothesis.
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Along with the frame of reference, the individual develops a latitude of acceptance
surrounding it. When new statements are presented to the individual, they are
judged in relation to the frame of reference. Statements that are similar enough
to the frame of reference attitude will fall within the latitude of acceptance and
be acceptable to the individual. Statements that are sufficiently different from the
frame of reference will fall into a latitude of rejection.

Statements that fall within the latitude of acceptance are subject to assimilation
effects, meaning that the statements will be interpreted as being even more similar
to the frame of reference attitude than they actually are. Statements that fall into
a latitude of rejection will seem even more extreme and different from the frame of
reference due to contrast effects.

Although the theory was formulated with very different sorts of stimuli in
mind, it can be applied to preference for changes in logo designs. The existing,
familiar version of the logo becomes the frame of reference. Actually, because this
frame of reference is established through exposure, it could be appropriately
termed the “adaptation level.” New versions of the logo design would serve as the
“new statements” of the common formulation of social judgment theory.

Although the discrepancy hypothesis predicts increased preference for slightly
changed stimuli, according to social judgment theory, such stimuli would fall
within the latitude of acceptance and be subject to assimilation effects. Conse-
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FIG. 6.4. Inverted-U.



6. CHANGES IN LOGO DESIGNS 113

quently, logo designs that are changed only slightly from the current version would
be considered acceptable, but would not be preferred. Stimuli that represent a
drastic change from the adaptation level would fall into a latitude of rejection and
would be judged as being an even more extreme change.

These results are represented graphically by an inverted-U (Fig. 6.4), in contrast
to the bimodal butterfly curve of the discrepancy hypothesis. The adaptation level
(or frame of reference) at the center of the curve is the most preferred version, and
consequently the peak of the curve. Moving away from the center point, initially
the curve is fairly flat. This is the portion of the curve that represents the latitude
of acceptance—slight changes are acceptable. Moving farther away from the cen-
ter point, the curve slopes more steeply. These portions of the curve represent the
latitudes of rejection—the more drastic changes in the stimulus result in the sharp
drops in preference.

Having identified both the discrepancy hypothesis and social judgment the-
ory as possible models for preference for changes in logo designs, we designed a
series of studies to determine which, if either, is appropriate. We also investigated
whether different models were appropriate under different circumstances.

STUDY | —EXPLORATORY EXAMINATION
OF CONSUMER PREFERENCE FOR VISUAL IMAGES

Although our research specifically addresses preferences for changes in logo de-
signs, we started by setting logos aside and doing an exploratory examination of
preferences for representational images that are not connected to specific brands.
In Study 1, we used qualitative methods in order to gain a broad view of how
consumers view visual designs, allowing for emergent findings. In this study we
investigated the basic question of whether individuals form preferences for visual
images (Pimentel, 1996). We also sought a basic understanding of the relative
importance of the form versus the content for preference for visual images. We use
the term form to mean basically how the logo “looks.” It could include the design
style, elements of design execution (balance, composition, contrast, etc.), color,
quality of execution (how well was it rendered and reproduced), and so on. Con-
tent refers to the subject matter (if the image is representational) and associated
meanings. Previous research has made similar distinctions, although often using
different terminology (e.g., Bell, Holbrook, & Solomon, 1991; Winston & Cupchik,
1992). We also sought to examine whether preferences for visual images involve
cognitive processes, affective (emotional) responses, or both. Gaining a broad view
of preference for visual designs provided a basis for comparison with the results
from the following studies that involve logos more specifically.

Respondents for Study 1 were taken from marketing principles classes at a
major southwestern university. They included 24 business students and 2 architec-
ture students.
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Stimuli consisted of 11 color photographs. They were selected to represent var-
ious possible criteria for preference. Some were selected for strong visual effects
(form), such as the photograph of an oil derrick appearing as a silhouette against a
striking sunset. Other photographs were selected for potential meaning (content),
such as the closeup of a bald eagle or the photograph of the university mascots.

An individual interview was conducted with each participant and recorded on
audiotape. Participants were asked to examine the set of 11 randomly ordered
color photographs, indicate liking or disliking for each, and explain their prefer-
ence criteria.

Participant comments were coded as being either positive or negative and as
regarding either form or content. The comments indicated that the respondents
did have preferences that they were willing to discuss, sometimes reflecting affec-
tive responses and stated in strong terms such as “love,” “means a lot to me,” “hate
with a passion,” or “pitiful.” The preferences were different from individual to indi-
vidual, as were the criteria for the preferences.

Respondents cited subject matter of the image more often than visual attributes
as a criterion for preference (167 times vs. 69 times). The emphasis on content was
great enough that some of the respondents persisted in speaking in terms of the
content or meaning of the image even when being asked specifically about its
visual quality, that is, its appearance “as a picture.”

Content was acknowledged at various levels. Many of the comments reflected
conditioned responses to the stimuli. Examples include “I love chocolate ice
cream,” “I like to play golf,” and “I like beer” Some included an emotional aspect
in the response, using terms such as “serene,” “happy,” and “proud.” A few of the
comments reflected antecedent states. Some of the respondents reported liking
the image of chocolate ice cream, because they were hungry. Another expressed
dislike for the image of a mug of beer, because of a recent overindulgence in alco-
hol at a wedding. Other comments reflected deeper meaning and/or autobio-
graphical memories, such as “my mother and grandmother made quilts,” “makes
me think of my boyfriend because he’s a roper,” and “reminds me of growing up
in Nebraska.”

Although most comments were in regard to content and personal meaning,
there were some comments regarding the form of the images, such as “pretty pic-
ture with the sun coming up,” “kind of cool looking,” and “very colorful” An
important exceptional case to the emphasis on content was the approach of one
of the two architecture students. He described preferences exclusively in terms of
form, using expert terms such as “composition,” “balance,” and “unity.” There are a
number of possible explanations for the contrast between his comments and those
of the other respondents. It could be that he was taking advantage of an oppor-
tunity to display his expertise. It is possible that other respondents would have
spoken more about form if they had the vocabulary to better verbalize this basis
for preference. Finally, it could be that due to his expertise and orientation, this
respondent really was distinctive from other respondents and really did consider
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form more than content when viewing visual images. The influence of an individ-
ual’s background in design was examined further in Studies 5 and 6.

Previous research has indicated that consumers can be influenced by both form
and content at the same time (Bell, Holbrook, & Solomon, 1991). The results of
Study 1 support this idea, with form and content (especially the latter) both affect-
ing preferences for visual images. There are important implications of this finding
for logo designs. If the results of Study 1 can be generalized to include logo designs,
they would indicate that the meaning associated with the logo is of primary
importance. For example, it might mean that for Allstate’s logo, it is more impor-
tant that it clearly portrays “good hands” than that it is esthetically pleasing. The
results also suggest that consumers will be generally satisfied with the esthetics of
the logo as long as it is attractive at a basic level. As exploratory research, Study 1
did more to raise questions than it did to give conclusive evidence. We pursued
answers in the studies that followed.

STUDY 2— CHANGES IN LOGO DESIGNS,
PREFERRED OR TOLERATED?

The second study tested to discover if our inferences from the findings of Study 1
can be supported and applied to logo designs, and more specifically, to changes
in logo designs. The influence of form of the image on preference may allow for
some increased preference for an image that is changed in a way that makes it more
esthetically pleasing. We inferred from the stronger emphasis on content in Study
1, however, that individuals would not like changes in meaningful visual images
that change or obscure the meaning of the image. The combination of these influ-
ences might suggest a further inference that changes, if any, should be small. Such
a recommendation could be consistent with either the discrepancy hypothesis
or social judgment theory. The second study tested between the two concepts,
to determine if consumers prefer changes in familiar logo designs, or no changes.
We also tested to see how much change is preferred, if changes are preferred, or
how many changes are tolerated if they are not preferred.

Familiar logo designs served as the stimuli in the second study (Pimentel, 1997).
Incrementally altered versions of well-known logos were tested for consumer pref-
erence. A series of involved pretests were needed for the development of the stim-
uli for the study.

Logos were selected that were familiar enough so that the respondents had be-
come adapted to them. Logos were also selected with respect to two additional vari-
ables. One of these variables was the level of meaning associated with the design.
For example, respondents were able to name many associations for Tony the Tiger,
such as tigers in general, the brand (Kellogg’s Frosted Flakes), childhood memo-
ries of breakfast, Saturday morning cartoons, and “they’re grrreat!” Other logos
brought very little to the minds of the respondents. The other variable was the level
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TABLE 6.1
Logos as Stimuli for Consumer Preference

Low Meaning High Meaning
High Preference for AL Toys 'R’ Us Kellogg’s Frosted Flakes
Geoffrey the Giraffe Tony the Tiger
John Deere Kellogg’s Froot Loops
Leaping deer Toucan Sam
Low Preference for AL Arizona Cardinals Camel Cigarettes
Cardinal head profile “Old Joe,” Joe Camel
Chuck E. Cheese Bic Pens

Chuck E. Cheese (mouse) Spherical-headed humanoid

of preference for the design at the adaptation level (the current version, to which
consumers had become adapted through exposure in the marketplace). Different
levels of these variables were represented in the stimuli that were selected—two
logos for each of four cells: high meaning/high preference, high meaning/low pref-
erence,low meaning/high preference, and low meaning/low preference (Table 6.1).

The selected stimuli are identified only by name—because the represented
companies did not give permission for their logos to appear in a publication. Each
of the logo designs in the study is based on an animal or human form. As examples
of the logos in the various cells, John Deere, a manufacturer of agricultural and
landscaping equipment, was rated high by respondents in terms of preference for
the design of the logo in its current (adaptation level) form, but relatively low for
levels of meaning associated with it. Tony the Tiger, the cartoon character symbol
of a breakfast cereal that has been popular for decades, scored high on both prefer-
ence and meaning. The Bic Pen humanoid figure had a high level of meaning for
respondents, but the design of the logo was not well preferred. Chuck E. Cheese,
low in both meaning and preference, is a cartoon character that is the symbol for a
chain of restaurant/amusement facilities that is targeted at families with young
children, and not so much at the college student demographics of our sample.

Stimuli were created as pen-and-ink renderings. First the actual logo was
rendered in pen and ink (traced) so that its quality of execution was the same as
the other stimuli. The other stimuli were created as progressive changes from the
adaptation level, becoming progressively more abstract or more naturalistic. This
process is illustrated in Fig. 6.5, for a fictional logo (for the fictional brand: Sophie
Dog Treats), which was created to illustrate the process. Testing, alterations, and
retesting assured that differences between versions were discernable in at least 75%
of trials, but not in 100% of trials (see Pimentel, 1997, for a detailed description of
the process).

Abstraction was chosen as the variable to manipulate to create change because
it represents a trend in changes to logo designs over the past century (Morgan,
1986). The experiment required to test between theories was of mixed design.
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Interval data were collected between subjects. Each participant rated seven differ-
ent stimuli on a semantic differential (“liking”) scale, each at a different level of
abstraction, and each from a different logo. So, for example, one respondent might
have been asked to rate Toucan Sam in the adaptation level version, the John Deere
logo at one step more abstract than the adaptation level, Joe Camel two steps more
abstract, Chuck E. Cheese three steps more abstract, the Bic Pen logo one step more

-3 Version -2 Version -1Version
(3 steps more naturalistic than AL)

-1 Version -2 Version -3 Version
(1 step more abstract than AL)

FIG. 6.5. Stimulus creation—Sophie Dog Treats brand.
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naturalistic than the adaptation level version, Tony the Tiger two steps more natu-
ralistic, and Geoffrey the Giraffe three steps more naturalistic. The stimuli were
placed in random order, so the respondents did not see them ordered systemati-
cally. Each unique stimulus was rated by 16 to 21 respondents.

Ordinal data were collected within subjects. This was accomplished by supply-
ing each subject with a pile of cards on which were printed the various stimuli
from a single brand. For, example, some of the respondents saw all the versions of
the Arizona Cardinal. They were asked to place them in order of preference. The
sample size for each brand was 32 to 42.

If the discrepancy hypothesis applied in this case, it could be predicted that
those versions of the logo that represented slight changes from the version cur-
rently in use (the adaptation-level version) would be most preferred. Ordinal data
showed, consistently through the brands, however, that it was the current version
that was most preferred (Fig. 6.6 gives data for Toucan Sam as an example). Inter-
val data showed that the difference between the preference for the current version
and the preference for those most closely resembling it was generally small, and
in many cases, not statistically significant (Fig. 6.7). This indicates that, although
small changes were not preferred, they were considered acceptable. These results
support the applicability of social judgment theory over the discrepancy hypothe-
sis for preference for changes in familiar logo designs. They also indicate that the
two-factor model of exposure effects is not appropriate in this case, as there were
no boredom effects found.

\
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FIG.6.6. Kellogg’s Froot Loops (Toucan Sam) ordinal data—within subjects.
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FIG. 6.7. Kellogg’s Froot Loops (Toucan Sam) interval data—between subjects.

The results of Study 2 are in contrast to the findings of Conners (1964), which
found boredom effects and supported the discrepancy hypothesis for preference
for changes in visual images. There were a number of differences, however,
between the studies. These differences were explored in Study 3.

STUDY 3—AN ATTEMPT TO RECONCILE RESULTS

Some of the differences between Study 2 and Conners’s (1964) study are important
in terms of potential exposure effects. Bornstein (1989) conducted a meta-analysis
of 20 years of exposure effects research. This study began with Zajonc’s 1968 study,
which showed increased preference for a stimulus merely through exposure to it,
that is, familiarity effects. More recently, Harmon-Jones (1995) developed a suc-
cinct listing of the seven factors that have shown the most robust familiarity
effects. Three of these factors represent differences between Study 2 and the Con-
ners study; they are the first three on the list of differences given next. In contrast
to Conners’ study, Study 2 featured the following:

+ There was a heterogeneous rather than a homogeneous exposure sequence
of stimuli (the various stimuli are mixed together in the sequence rather
than doing all the exposures of the first stimulus before moving to the next).
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+ There was a delay between the exposures and ratings of the stimuli.
+ Stimuli were complex rather than simple.

+ Stimuli were clearly representational and had meaning attached, instead of
being intentionally nonrepresentational and not meaningful.

These differences suggest that the conditions of Study 2 allowed for greater famil-
iarity effects—more improved liking for stimulus with repeated exposures. This
raises the possibility that boredom effects were found by Conners but not in Study
2 because the familiarity effects in Study 2 were stronger due to the conditions of
exposure or because of the meaning associated with the stimuli. If the differences
between the studies can be explained thus, it would mean that boredom effects
could possibly be averted by providing for exceptionally strong familiarity effects
or by attaching sufficient meaning to the stimulus. Study 3 tested to see if these
differences between the two studies would account for the difference in results.
In order to do so, the third study used Conners’s stimuli, but manipulated their
meaningfulness and the manner of exposure.

Conners created stimuli that were intended to have no associated meaning. In
fact, he made alterations to some of the designs when subjects referred to them
as looking like familiar objects. Study 2 utilized familiar logo designs that pretests
showed to be recognizable and meaningful. Although Conners’s (1964) stimuli
were used in Study 3, “associated meaning” was manipulated by reciting a narra-
tive about the one of the stimuli that associated meaning with it. The narrative
identified one of the experimental stimuli as being a representation of a small dog
who is courageous, creative, and tenacious, and consequently a good marketer (see
Fig. 6.8).

Study 3 followed a 2 x 2 between-subjects design. The two dimensions were
associated meaning (or no associated meaning), and exposure conditions (homo-
geneous exposure with no delay, or heterogeneous exposure with delay). “Homo-

FIG. 6.8. Meaning assigned.
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FIG.6.9. Group 3, homogeneous presentation, no meaning.

geneous exposure with no delay” means that the subjects viewed only the stimulus
presented, then went directly to the preference evaluation task without interrup-
tion or display of other stimuli. This is the type of exposure utilized in the Conners
(1964) experiment. Study 2 utilized the subjects’ experiences in the marketplace as
exposure to the stimuli. This would be classified as “heterogeneous exposure with
delay.” In such cases, the experimental stimulus is viewed at various times, with
subjects viewing other stimuli between times and between the final viewing of the
stimulus and the preference evaluation task.

None of the four experimental conditions reproduced Conners’s (1964) results,
not even Group 3 (Fig. 6.9), which had conditions most similar (no associated
meaning, homogeneous exposure with no delay). For Group 3, the adaptation level
stimulus was projected on a screen and subjects were instructed to concentrate on
it so that they could draw it from memory. The exposure lasted one minute. Im-
mediately after viewing the stimulus, the subjects were instructed to arrange a set
of cards in order of preference. Each card displayed one of the stimuli.

Although Conners reported support for the discrepancy hypothesis, it was not
represented by a butterfly curve. Unlike Haber, who altered his water temperature
stimuli in two directions (warmer and cooler), Conners started with one stimulus
and altered it in seven progressive steps in one direction. His results were depicted
more as half a butterfly curve—just one wing. Consequently, because it is also rep-
resenting only half a curve, Fig. 6.9 slopes in one direction instead of being an
inverted-U.

Conners (1964) found the greatest preference for stimuli that were altered
slightly from the adaptation-level version. In Study 3, however, as found in Study
2, respondents most preferred the stimulus to which they had become adapted.
They did not display the boredom effects. One explanation might be that Con-
ners’s results were an artifact of his specific lab and his small sample size. Study 4
explored that possibility.
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STUDY 4—AN EFFORT TO REPLICATE RESULTS

The fourth study replicated Conners’s 1964 experiment to see if the same results
would occur, or if Conners’s results are an anomaly facilitated by a small sample
size or extreme experimental conditions. The conditions of this final experiment
were the same as for Group 3 in Study 3, but were accomplished in a different
manner. Instead of viewing the experimental stimulus for one extended period
and then ranking all the stimuli at once, Conners (1964) had subjects view the
experimental stimulus for 40 s and then express preference between just two of
the stimuli from the set. This process was repeated 20 times with the same experi-
mental stimulus and different pairs of stimuli for the preference task. Study 4
tested to see if these activities were oppressive to subjects and if the results were
reactions to extreme experimental conditions.

While duplicating Conners’s (1964) experiment, a few adjustments were made
to allow for efficiencies due to technological advances. For example, subjects
viewed the stimuli on a computer screen, instead of in a plywood box with me-
chanically operated slide viewers.

The experiment was conducted in 16 sessions that ran through the summer and
fall of 1999. Subjects were students in the introductory marketing course at a large
southeastern university. They used computers in the business school computer lab.
A total of 528 subjects participated. This was enough to allow for an assumption of
normal distribution for each of the 18 versions of the experiment, for conducting
nonparametric signs tests on the data. In contrast, Conners (1964) had a total
sample size of 18, one for each version. The different versions allowed for a control
group and for different subjects to have different stimuli for the adaptation-level
stimulus and different random orderings of preference tasks.

Conners’s (1964) results were not replicated. Once again there were no bore-
dom effects and no support for the discrepancy hypothesis (Fig. 6.10). Thus,
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FIG. 6.10. Replication of Conners (1964) methods, but not the results.
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neither conceptual nor exact replication of Conners’s (1964) experiment produced
results consistent with those he reported.

STUDY 5—EXPERTISE

There was only one occasion in the course of our series of studies when we
obtained results that appeared to approximate a butterfly curve. This occurred
when we used advanced graphic design students as respondents for a pilot study.
The sample size, however, was too small for the results to be conclusive. The fifth
study followed up on this pilot study. It also followed up on an emergent finding
from the first study, that a student with more visual design background evaluated
visual images differently from those with less background in visual design. This is
consistent with the research of Winston and Cupchik (1992), who used paintings
as stimuli and found differences in the way naive and trained viewers process art-
works, at both perceptual and experiential levels. Responses of naive viewers tend
to be subjective with a strong preference for familiar subject matter. They prefer
“popular art” that has broad appeal and induces pleasant feelings. Subject matter
also has a strong effect on experienced viewers. These viewers, however, also ob-
jectively consider the visual attributes of the work. They prefer “high art” that is
challenging to the viewer and involves a deep expression of the artist.

To investigate the relationship between expertise and preference for visual
images, Study 1 was repeated with a new set of 26 respondents, from the next
semester of the marketing principles classes. They participated in interviews using
the same visual stimuli (the 11 color photographs). These respondents, however,
were also asked to report on their background in visual design. Based on their self-
reports, they were ranked in terms of visual design expertise. Those who were
ranked above the median were compared with those ranked below the median.

Many of Winston and Cupchik’s findings concerning preference for paintings
were supported for preference for photographic images, by the results of this study.
The set of comments for each respondent was rated on a scale of 1 to 18. A rating
of 1 indicates that the respondent gave only comments regarding visual aspects,
and a rating of 18 indicates that there were only comments about subject matter.
Those respondents with a level of visual design expertise above the median had a
mean rating on the comment scale of 10.5, which means that they were much more
likely to use visual aspect criteria for preference than those below the median level
of expertise, who had a mean score of 15.2. These scores also indicate that some of
those with lower levels of expertise also mentioned visual aspects, but consistent
with Winston and Cupchik (1992), the criterion in most cases was color, not other
design principles that are acknowledged by experts. Comments included, “more
colorful” and “the blue water is very pretty.” Color was also an important criterion
for the more expert viewers, but other factors such as composition, contrast, and
lighting were also cited.
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The visual/subject matter scores also indicate that both those with high levels
of experience and those with low levels gave much importance to subject matter
criteria for preference determination. Those with more experience were more
likely to add cognitive, objective, visual evaluations to the criteria, while the naive
viewers tended to rely more exclusively on affective, subjective responses to subject
matter.

The fifth study added to our understanding of expert versus nonexpert pref-
erences for visual images. The sixth study applies these findings to our focus—
preference for changes in familiar logo designs.

STUDY 6 —EXPERTISE CONTINUED

In order to determine the effect of expertise on preference for changes in visual
images, specifically, familiar logo designs, Study 2 (using versions of familiar logos
as stimuli) was repeated, but with professional graphic designers and advanced
graphic design students as respondents, instead of business students. Also, only
ordinal, within-subjects data were collected. Professional graphic designers were
recruited by phone and by e-mail. Leads were obtained from referrals, a web-
site search, and directories. The questionnaires were sent and returned by mail.
A total of 55 usable questionnaires were completed from the 127 that were sent

7.0

6.0
50 + - : \
4.0

3.0

Preference

2.0

1.0

OO T T T T
-3 -2 -1 AL 1 2 3

Discrepancy from AL

FIG. 6.11. Kellogg’s Froot Loops (Toucan Sam), expert respondents, ordi-
nal data—within subjects.
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(43.3%). In addition to the professionals, 40 students from advanced graphic
design classes at a large southeastern university also participated. In total, 95
respondents participated. This allowed for a sample size of 68 to 74 for each brand
represented by stimuli in the study. Including or removing the students from the
sample did not alter the results in any significant way.

As with the business student respondents in Study 2, the experts of this experi-
ment also failed to show boredom effects—no butterfly curve, no support for the
discrepancy hypothesis. Figure 6.11 shows the results for Toucan Sam (Kellogg’s
Froot Loops). A comparison with the results for Toucan Sam in Study 2 (Fig. 6.6)
shows that the pattern is the same. Once again, the current (adaptation level) ver-
sion of the logo was the most preferred.

The expert respondents of the fifth study were asked for their opinions regard-
ing when a logo design should be changed. The results of our studies are important
because experts cannot agree in this matter. Although the majority of respondents
(54%) disagreed with the notion that logos and other trademarks need to be
updated on a fairly regular basis, 29% felt that logos should be changed for the sake
of change alone. This latter group expressed an opinion that is not supported by
the results of our studies.

DISCUSSION

Our interpretation of the results is that the discrepancy hypothesis is not a cor-
rect representation of consumer preference for changes in familiar logo designs,
nor does it represent the preferences of graphic design experts. Discrepancy the-
ory is more applicable to the realm of psychophysical stimuli, such as Haber’s
(1958) water temperatures, than to psychological phenomena such as investi-
gated by Conners (1964), or to content-laden icons such as the familiar logos in
our studies. One of the important findings of this series of six studies is the
importance of associated meaning for preference for visual images. This concept
is aptly illustrated by the excerpt from Mark Twain’s (1869) Innocents Abroad
quoted at the beginning of this chapter. Twain and his traveling companions
deliberately ignored the attached meaning of an artifact and instead proceeded to
evaluate the document on the basis of the quality of the handwriting, which they
found wanting.

Clearly, as with a manuscript penned by Columbus, the meaning attached to
a logo design must be considered of greater importance than the esthetic value of
the logo. We expected to find that associated meaning would enhance familiarity
effects and delay boredom effects. The findings indicate that there are familiarity
effects, but not boredom effects, for familiar logo designs, regardless of the level of
meaning. Consequently, if a logo is to be changed, it should be changed for a
specific compelling reason and not for a concern that consumers are becoming
tired of it.
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In addition to identifying the primary importance of content over form for
preference for changes in logo designs, our results also have implications for the
generalizability of the theoretical constructs. There is a tendency in the field to try
to generalize effects between radically different stimuli. Indeed, Conners (1964)
tried to show that the discrepancy hypothesis was generalizable from water tem-
perature to geometric shapes. We then tested to see whether it can be further
generalized to logo designs. We found that it does not. We also found empirical
evidence to seriously question the generalization that Conners made.

Despite our findings to refute the generalizability of the discrepancy hypothe-
sis, our results were not without theoretical basis. Only specific aspects of exposure
effects seem to apply to familiar logo designs— familiarity effects, but not bore-
dom effects or novelty effects. Our results have led us to suggest that preference for
changes in logo designs is subject to effects similar to those of social judgment
theory. Once again, it is a great leap to generalize from statements of opinion to
visual designs. Because we have determined that the meaning of the logo is of
primary importance, the gap between the two kinds of stimuli is narrowed to some
degree. In both cases, individuals tend to resist drastic changes to meaningful stim-
uli, but are accepting of small changes.

A natural extension of this study would be to test the generalizability of the
findings to other sorts of changes. For some brands, the design of the packaging
is also strongly symbolic of the brand. Consumers who do not know how to
pronounce Toblerone, or cannot remember the name, refer to the triangular box.
Identification with the shape of the glass Coca-Cola bottle is strong enough that
the company has fashioned plastic bottles that approximate the shape and has
included a picture of the bottle on cans of the product.

Another possible extension would be to contrast these findings of consumers
resisting change with marketing situations for which change is the norm—such
as clothing fashions and automobile design. Although fashions change with each
season and automobile models change every few years, the logo often remains
unchanged through many fashion cycles. Future studies could determine whether
a consistent logo aids loyalty for brands with frequently changing designs.

At a more basic level, it may be instructive to determine the importance of the
visual design of logos and other aspects of the brand to consumers (Henderson &
Cote, 1998). Although specific researchers tend to be vitally interested in these
issues, it does not necessarily follow that consumers are also. The results of the
present study indicate that content is of primary importance, but we do not know
how much less importance is given to form. It could be that when respondents are
asked for their preference among the visual stimuli, they actually have no prefer-
ence in regard to the esthetics. Consequently, they look for another criterion with
which to make a selection. Consciously or not, they may select familiarity to use as
this criterion. It could be that they experience nonspecific activation, or that the
experience of recognition is interpreted as liking. It would add strength to the
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inference that is drawn from the present study, that it is more important to make
a symbol familiar than to make it esthetically pleasing.
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CHAPTER SEVEN

Visual Persuasion:
Mental Imagery Processing
and Emotional Experiences

Cees Goossens
Tilburg University, The Netherlands

Recently, Meyers-Levy and Malaviya (1999) provided an integrative framework of
judgment formation and persuasion. The framework assumes that, when exposed
to an advertisement, people use either a fairly effortful and deliberative “system-
atic” approach to judgment formation or a far less demanding and less rigorous
“heuristic” approach. Furthermore, there is an “experiential processing strategy.”
When this third strategy operates, judgments are not based on thoughts prompted
by a message content per se but rather on sensations or feelings prompted by the
very act of processing (Strack, 1992). Judgments that are based on these sensations
may require only the most meager level of cognitive resources, as suggested by
experiential processing having been demonstrated most frequently in conditions
in which cognitive capacity is severely constrained. Other research, however, indi-
cates that the effect of process-generated experiential responses on judgments
need not be limited to severely resource-constrained conditions (Meyers-Levy &
Malaviya, 1999). Regarding this, this chapter considers an experiential processing
strategy that requires elaborated cognitions.

According to Aylwin (1990), adults can use three different, although intercon-
nected forms of mental representation: verbal representation, or inner speech;
visual imagery, or “pictures in the mind’s eye”; and enactive imagery, a kind of
imagined action or role play. Enactive imagery is specialized for representing
the temporal and affective aspects of a stimulus. This is consistent with Lang’s
(1984, 1994) work, which shows that representations involving active participation
are accompanied by more affective arousal than purely visual representations.
In general, emotion research indicates that dimensions of affective valence (i.e.,
pleasantness or quality), arousal (i.e., intensity or impact), and, to a lesser extent,
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dominance are consistently found to organize judgments for stimuli as diverse
as words, pictures, mood states, advertisements, and more (Bradley, 1994). In this
context more research is needed to explain how process-generated experience influ-
ences judgment. This chapter regards the relation between information process-
ing, emotional experience and appraisal. In particular, a mental imagery processing
(MIP) model is discussed (see Goossens, 1994).

RESEARCH ISSUE

Maclnnis and Price (1987) distinguished two different modes of information pro-
cessing, namely, discursive (symbolic, linguistic or verbal) information processing,
which means proceeding by reasoning and argument, and imagery processing,
which includes perceptual or sensory representations in working memory that are
used in much the same way as perceptions of external stimuli. Basically, imagery
processes are evoked as sensory experiences in working memory. It is important
to note that elaborated imagery and discursive processing are in actual fact not
mutually exclusive processes (Bugelski, 1983). This means that when consumers
in “real” contexts engage in imagery, it is quite likely that discursive and imagery
processing and the contents of each become elaborately interwined. Apart from
that, the information-processing system is mainly verbal, and language is the stan-
dard medium for the elicitation of imagery (Staats & Lohr, 1979). Because of this
knowledge, the MIP model tries to meet realistic situations, in which pure discur-
sive (verbal) and pure imagery (visual) processes do not exist. To simplify matters,
two empirical situations of information processing are distinguished:

1. Nonenactive imagery—that is, situations in which subjects process verbal
and visual information, but rather detached. In fact, these subjects just
read, or listen to, and look at the presented stimuli.

2. Enactive imagery—that is, situations in which subjects process verbal and
visual information, but personally involved.

The primary research question is: What is the interrelation between information
processing, enactive imagery, appraisal and emotional experience? In the next sec-
tions the MIP model describes these interrelations theoretically.

A MENTAL IMAGERY PROCESSING MODEL

In the MIP model, imagery is conceptualized as a mode of processing, which
includes perceptual or sensory (in particular visual) representations in working
memory. In accordance with Staats and Lohr (1979), mental images are defined
here as conditioned sensory responses. However, the model starts from a principle
that in an empirical context it is not realistic to distinguish pure imagery processes.
Mental imagery is namely generated by an individual’s word—image repertoire.
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Therefore the model states that elaborated imagery processes are made up of a
continious interaction between a person’s image system and verbal system.

The MIP model is based on Paivio’s (1986) dual coding theory and the cognitive
framework provided by Yuille and Catchpole (1977). In accordance with Paivio’s
dual code model, the MIP model contains a verbal and an image system. Analogous
to Yuille and Catchpole’s (1977) framework of cognition, the model consists of two
fundamental levels of cognitive operation, namely the abstract plane and the repre-
sentational plane. The MIP model is schematically presented in Fig. 7.1. In fact the
model describes the relation between cognitive processes and an emotional system.

EXTERNAL INFORMATION
words pictures
SENSORY SYSTEM
REPRESENTATIONAL PLANE
low™g_ - - - _ _ _ processing levels — — — — — — — low
high ] high

ABSTRACT PLANE

knowledge structures
schemas/scripts

propositional
VERBAL network

SYSTEM

IMAGE
SYSTEM

EMOTIONAL SYSTEM

emotional responses such as
verbal report of feelings
over acts
expressive physiology

FIG. 7.1. The MIP-model. Source: Adapted from Goossens, Enactive Imagery:
Information Processing. Emotional Responses and Behavioral Intentions, Journal
of Mental Imagery, 1994.
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The core concepts of the MIP model are knowledge structures, and proposi-
tions. In accordance with Bower (1981), and Lang (1984, 1994), I assume that there
is an emotion generator with emotion connected to specific cognitions. In this con-
text a propositional network is connected with an emotional system.

THE ABSTRACT PLANE

The abstract plane is the storehouse of an individual’s basic knowledge structures,
such as schemas and scripts. Schemas are organized meaning structures that
encapsulate knowledge about the self or the world; they provide selection criteria
for regulating attention and lend a focus to the encoding, storage, and retrieval
of information in a domain. More specifically, they allow the receiver to identify
stimuli quickly, to cluster them into manageable units, and to select a strategy for
obtaining further information in order to solve a problem or reach a goal (Singer
& Kolligian, 1987). A self-schema, for instance, is an organized body of knowledge
about one’s intentions. The major function of such a self-schema is anticipatory,
that is, it incorporates hypotheses about incoming stimuli, as well as plans for
interpreting relevant information about the self. Information-processing differ-
ences may result from individual differences in schemas influencing people’s an-
ticipation, perception, and memory of situations (Dworkin & Goldfinger, 1985).
Scripts are schemas about the appropriate sequence of events in well-known situ-
ations. The script concept demonstrates its efficacy as an organizing principle and
exploratory mechanism in both the short term, such as planning a trip, and the
long term, such as planning one’s life. In the MIP model, schemas and scripts are
functional, because individuals can evoke images or recall words through the
instantiation of these knowledge structures (see Fig. 7.1; double-headed arrows
between the abstract and the representational plane). With regard to remembered
experiences the MIP model contains a propositional network of emotion informa-
tion—for instance, schemas about feelings like pleasure and relaxation.

THE REPRESENTATIONAL PLANE

The representational plane is the servant of the abstract plane, and permits repre-
sentations that support the operative activities like thinking, remembering, and
appraisal. Consistent with Paivio’s (1986) dual code theory, the MIP model con-
sists of two representational systems: (a) an image system and (b) a verbal system.
In essence, dual coding theory postulates verbal and imaginal representations that
encode word and object information, respectively, as well as connections that exist
between (a) sensory events and symbolic representations, (b) verbal and imaginal
representations, and (c) representations within the two symbolic systems.

From this point of view the MIP model is a blend of Paivio’s (1986) dual coding
theory and Yuille and Catchpole’s (1977) theoretical framework. Analogous to



7. VISUAL PERSUASION 133

Paivio’s dual code model, I assume that information can be represented concretely
in two types of cognitive codes. Analogous to Yuille and Cathpole (1977), I sup-
pose that there must be a more abstract representation of information that is
located in the so called abstract plane. The latter premise is based on Pylyshyn’s
(1973) statement that “as long as we recognize that people can go from mental
pictures to mental words and vice versa, we are forced to conclude that there must
be a representation (which is more abstract and not available to conscious experi-
ence) which encompasses both” (p. 5).

From this point of view images and words are figurative, and are constructed
under the control of the abstract plane. Consequently, the abstract plane is the
location where associations between words and images are made. According to the
network theory, such associations are made via “nodes” (see Bower, 1981). Actu-
ally, the representational plane reflects that people have word—image repertoires.
Once the individual has learned an extensive repertoire of word-image units
(through conditioning principles), he or she can have an extensive and varied
imagery experience based on (external) presentation of words. Moreover, the indi-
vidual is capable of voluntarily constructing language sequences that can call forth
imagery (Staats & Lohr,1979). Information processed in the abstract plane is not
available to conscious experience, whereas the information represented in the
image- and verbal system is available to conscious experience.

THE PROCESSING SYSTEM

The representational plane is divided into a number of subsystems proposed by
Gibson (1966). Three functions of these subsystems are relevant: The first function
of these subsystems is to construct representations of the environment on the basis
of information transmitted from appropriate sense organs (see Fig. 7.1, sensory
system). The level to which stimuli information is processed or represented de-
pends on such restrictions as the nature of the information, attentional demands,
the content of self-schemas, competing information, the level of personal involve-
ment, and so on. The MIP model does not describe a direct connection between
the sensory system and the emotional system because this connection is not avail-
able to conscious experience (it is largely controlled by the autonomic nervous
system; see Izard, 1993).

Information can be processed at different levels of cognitive elaboration (e.g.,
Chaiken, 1980; Petty & Cacioppo, 1983). According to the MIP model, the level of
elaboration reflects the extent to which information in the representational plane
is integrated with prior knowledge structures. The external information in Fig. 7.1
is, for example, a visual ad with the slogan “Experience Puerto Rico, enjoy it!”. This
persuasive information can be processed at a low or high level of elaboration (see
Fig. 7.1, processing levels). The major question is: What is the relation between
processing levels and emotional responses?
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Low Processing Levels

Processes at a low level of cognitive elaboration evoke simple responses in the
representational plane, such as the retrieval of a verbal label, or an image of a
perceptual object. In this case, the second function of the representational modes
is to establish a kind of raw memory, which permits direct recovery of past experi-
ence. At this low level of cognitive elaboration, images and words are just concrete
representations, which are not involved with dynamic operations of thought. For
instance, a person reads the word “beach” and evokes an image of it, but without
any special thoughts and feelings. In fact, these are relatively autonomic processes
emanating from the word—image repertoire. In this particular situation we may
speak of a situation of low involvement with the presented object. That is, the
individual is not motivated (or in the mood) to process detailed information.
In this particular case people can process images or words but without physiolog-
ical feelings.

High Processing Levels

Further, the MIP model distinguishes processes at a high level of elaboration.
Information processing at a high level of elaboration establishes connections
between encoded information and the knowledge structures (schemas and scripts)
in the abstract plane. Thus, if processes are at a high level of elaboration, the third
principal function of the representational plane is to permit the reconstruction of
concrete representations of emotional experiences that have been incorporated
into the abstract plane (see Fig. 7.1, the propositional network). From this point of
view, elaborated imagery and discursive (verbal) processing are dynamic tools of
thought. In this case there is a high involvement state with the presented object.
The main reason for developing the MIP model is to provide a theoretical frame-
work to understand and to investigate the effect of enactive imagery on the con-
sumer’s affective responses. In respect of the visual persuasion and experiential
processing, enactive imagery is defined as “experience-it-yourself thoughts, which
integrate images and words in corresponding knowledge structures.” Thus far, this
pertains to the MIP model’s structure and processing system. Next the relation
between information processing and emotional responses is discussed.

STIMULUS AND RESPONSE INFORMATION

In accordance with Staats and Lohr (1979), the MIP model states that both words
and images can serve to elicit an emotional response. However, words and images
by themselves are not sufficient to produce emotional states. In this context we
need a theory that offers a description of the cognitive processes involved in emo-
tions. Peter Lang formulated such a theory.
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According to Lang (1984), there exists a cognitive mechanism that is responsi-
ble for the activation of affective or emotional responses: Emotion is conceived to
be an action set, defined by a specific information structure in memory. Analogous
to Lang’s emotion theory, the MIP model assumes that emotional responses are
generated by an associative network of propositions. It is suggested that emotion
information is coded in memory in the form of propositions. Propositions are
logical relationships between concepts, which are organized into an associative
network (see Fig. 7.1). The MIP model assumes that this type of information is
in essence amodal. The emotion-information network is a sort of prototype or
schema, which is processed as a unit when a critical number of propositions are
accessed. The conceptual network that organizes an emotional response includes
two primary information categories: (a) stimulus propositions, and (b) response
propositions.

The network is activated when a person attends to information that matches
these propositions in the network. Lang’s basic assumption is that activation of
response propositions starts an associated motor program, which in turn occa-
sions the emotional response (see Fig. 7.1, emotional system). Activation of stim-
ulus propositions only has an indirect influence on the emotional response via
association with response propositions.

According to the MIP model, stimulus and/or response information, processed
at a high cognitive elaboration level, can activate the propositional network. If the
stimulus and response propositions have been activated, its information is avail-
able to conscious experience through the representational plane. That is, stimu-
lus propositions describe external stimuli and the context in which an emotional
response occurs. An example is, “I see people sunbathing on a restful beach” (see
Fig. 7.1, the double-headed arrows between the representational plane and the
stimulus propositions [S-prop.]). Response propositions describe the emotional
response, including verbal behavior, visceral and somatic changes, and overt
behavior. Examples are, “I feel relaxed,” “I feel the hot sun on my skin,” and “I am
sweating” (see Fig. 7.1, the double-headed arrows between the representational
plane and the response propositions [R-prop.]). In fact, there is empirical evidence
that processing of response (i.e., experiential ) information occasions more emo-
tional responses than processing of stimulus information. In several experiments
it was shown that subjects encouraged to imagine stimulus as well as response
information had a stronger physiological response than subjects encouraged to
imagine stimulus information only; see, for example, Dekker and Everaerd (1988)
and Lang (1984, 1994).

MEANINGS AND APPRAISALS

In addition to stimulus and response propositions, Lang’s theory also incorporates
meaning propositions addressing how stimulus and response propositions are
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interpreted. The MIP model does not explicitely consider these meaning proposi-
tions, because their function is already incorporated in the individual knowledge
structures (e.g., sunbathing can mean “health” to one and “pleasure” to another).
According to Lazarus (1990, p. 145), knowledge is the cold cognitive stuff of which
personal meaning is made. As such, mere knowledge does not result directly in
emotion. Knowledge has to do with beliefs about how things work in general
and in specific contexts. Appraisal is a personal evaluation of the significance of
this knowledge in a particular encounter or existentially. The cognitive activity
“appraisal” consists of a continuing evaluation of the significance of what is hap-
pening for one’s personal well-being. In fact, there is general agreement that
appraisal is the process by which knowledge-by-acquaintance (i.e., the immediate
experience of events in the external or internal environment) is transformed into
knowledge-by-description, which is the appraisal and labeling of these events
(Buck, 1988). Emotions are formed as a result of a process of appraisals of what an
event/stimulus can do for one’s well-being. Further, the pattern of evaluations
made by an individual on a small set of appraisals determines what emotions are
felt by the person (Kumar & Oliver, 1997). Appraisals, and feelings such as “It’s
OK” and “I feel good,” can be represented in the MIP model’s verbal system, with
“I feel good about it” as a final judgment.

CONCLUSION: ELABORATED COGNITIONS
AND EMOTIONAL EXPERIENCES

Lang (1984) assumed that information on stimuli and responses is always repre-
sented in the cognitive system as an associative network of propositions. The MIP
model suggests that both stimuli and response information can be represented
in the cognitive system without sensations or feelings. In this particular case the
information is cognitively represented in the periphery of the representational
plane, that is, the information is processed at a low level of cognitive elaboration
(see Fig. 7.1, low processing level). Consequently, the propositional network and
the motor programs of the emotional system can not be activated. Activation is
only possible through an intensive instantiation of word—image repertoires, as well
as the corresponding knowledge and meaning structures within the abstract plane.
Subsequently, the MIP model states that nonelaborated cognitions just occasion
primary affective responses. For example, a person who is just looking at a picture
of a sunny beach, without special thoughts, only judges this picture as good or
bad, attractive or not attractive, and so on. On the other hand, if a person inten-
sively activates the word—image repertoire regarding “sunny beaches,” an intensive
connection with the abstract plane is made. In this case the instantation of “beach
schemas” may generate both elaborated imagery and discursive processes about
this object. According to the MIP model, these highly elaborated processes (e.g.,
enactive imagery) have the potency to match response propositions efficiently,
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which occasions an emotional response. Based on the empirical results of Lang’s
emotion theory, we may conclude that response information elicits a stronger
emotional response than stimulus information. Therefore the first hypothesis is:
H1: Stimulus and response information elicits a stronger appraisal and emotional
experience than mere stimulus information. Regarding visual pursuasion the model
suggests that enactive imagery is an experiential processing strategy with elabo-
rated cognitions. H2: Enactive imagery has a stronger potency to elicit appraisal and
emotional experience than nonenactive imagery. This can be explained because sub-
jects who imagine themselves interacting with a situation have to activate relevant
experience schemas. On the contrary, nonenactive imagery is more detached—
that is, the self-experience schemas are not involved, so that it is less likely that the
emotion network and corresponding knowledge structures will be activated. The
MIP model takes imagery processing, memories, and emotional experiences (e.g.,
feelings) as interrelated concepts. A person can, for example, renew feelings (as
opposed to simply recalling them) by mentally reliving an event that has already
happened. The more vivid is the reliving, the stronger is the affect experienced.
In such a case, the affect would not simply be retrieved from memory, it would
be regenerated (Frijda, 1988). In a marketing context, the vividness of message
information is assumed to influence consumers’ evaluations or judgments. In-
formation may be described as vivid, that is, as likely to attract and hold attention
and to excite the imagination to the extent that it is: (a) emotionally interesting,
(b) concrete ande imagery provoking, and (c) proximate in a sensory, temporal,
or spatial way (McGill & Anand, 1989, p. 188). Marketers can use these ingredients
in visual advertising, in order to stimulate enactive imagery. Finally, the model can
be considered as a framework for future research on visual persuasion and experi-
ential processing.
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CHAPTER EIGHT

Scripted Thought

Nader T. Tavassoli
London Business School

Writing pervades modern life as a principle vehicle of communication. Writing is
also the vehicle in which cognitive and social psychologists present experimental
stimuli and collect responses, as evidence of mental activity. Written language is,
therefore, a central aspect of everyday life and is at the core of research on memory,
attitude formation, persuasion, inference making, problem solving, and so on.
However, most psychological knowledge is derived from and tested in research
conducted with participants processing and reporting words written in alphabetic
scripts.

Most languages rely on alphabetic writing systems that consist of symbols
representing sounds. Alphabetic scripts include the Latin alphabet (e.g., English
and Spanish) and Arabic, Hebrew, and Cyrillic scripts (e.g., Russian). However,
approximately one-quarter of the world population reads Chinese logographs,
which are morphemes: symbols that represent meaning. Japanese and Korean use
both types of script. For example, Korean uses Hancha, which is based on Chi-
nese logographs, and Hangul, which is an alphabet. The premise of this review is
that the basic processing of alphabetic and logographic scripts differs in funda-
mental ways.

I begin by highlighting relative differences in reading alphabetic and logo-
graphic scripts. I then review a growing body of research that shows how these
relative differences can affect higher order processes involved in memory and eval-
uative judgments. This includes findings on memory for a word’s font style and
print color, associations in memory between words and nonverbal images and
sounds, and auditory and visual interference in the processing of words. I also
review findings on spatial and temporal processing differences that provide the
basis for memory-based judgments, complex thought, and decision making. I con-
clude by summarizing how scripts, independent of language, can affect thought in
profound ways.
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READING ALPHABETIC AND LOGOGRAPHIC SCRIPTS

The notion that short-term memory is involved in language comprehension dates
back to Huey (1908). Important for present purposes is the processing of language
in short-term memory’s phonological loop and in visual short-term memory in
terms of their storage and rehearsal components. The phonological loop stores
information in a phonological code and rehearses that information by recircu-
lating it in a serial manner (Baddeley, 1986). Visual short-term memory stores
information in an imaginal code and rehearses it perceptlike (Kosslyn, 1980) in a
holistic manner (Paivio, 1986). Reading any script relies on each of these compo-
nents. However, reading alphabetic and reading logographic scripts appear to do
so to differing degrees.

Phonological aspects pervade in reading alphabetic scripts. Readers of English,
for example, tend to phonologically recode (subvocalize) written words (e.g., Mc-
Cusker, Hillinger, & Bias, 1981). English words are primarily rehearsed phonolog-
ically in short-term memory’s phonological loop (Baddeley, 1986; Paivio, 1986;
Van Orden, 1987).

The process of reading Chinese differs considerably. A reader has to visually dis-
tinguish upward of 7,000 logographs. Even when logographs represent sound, the
association with pronunciation is largely arbitrary and acquired via rote associa-
tive learning. Moreover, because there are only about 400 syllables in Mandarin
(1300 including tones), compared to about 4,000 in English, there are a large num-
ber of homophones in Chinese, such as so, sow, sew in English. This makes sound
an ambiguous mental code, a problem that is eliminated in writing, where there
are 10 times more logographic components available than spoken utterances
(Cheng, 1981). Finally, because logographs are symbols that represent meaning,
a Chinese reader is able to mentally access meaning unmediated by phonology,
or subvocalization (Perfetti & Zhang, 1991). Not surprisingly, reading logographs
is thus not dominated by phonological processes and relies more on visual pro-
cesses than does reading alphabetic words (Hung & Tzeng, 1981; Zhou & Marslen-
Wilson, 1999).

To summarize, there are some basic differences in the cognitive processes
involved in reading alphabetic and logographic scripts. English relies to a greater
degree on short-term memory’s phonological loop, whereas Chinese relies more
on visual short-term memory. It is important to note, however, that this does not
suggest that a Chinese reader views a logograph as a pictorial representation of a
concept and that both Chinese and English involve phonological and visual codes
(cf. Zhang & Simon, 1985). Differences must therefore be considered a matter of
degree (cf. Hung & Tzeng, 1981).

Finally, these differential processes are not restricted to monolinguals compared
across different languages. For example, Koreans rely more on phonological pro-
cesses in the processing of alphabetic Hangul words, and more on visual processes
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in processing logographic Hancha words (Cho & Chen, 1999; Tavassoli & Han,
2001). These differences also appear to extend to proficient bilinguals (Tavassoli &
Han, 2002; Tavassoli & Lee, 2001a, 2001b), who rely on different scripts to access a
single conceptual system (Francis, 1999; for Chinese, see Chen & Leung, 1989).
Bilinguals have also been found to be flexible in the way in which they process
words in a mixed-language context, depending on the emphasis given to alpha-
betic English words and to logographic Chinese words (Zhang & Schmitt, 2001).
Differences in processing alphabetic and logographic scripts may therefore have
far-reaching implications.

PHONOLOGICAL AND VISUAL ASPECTS
OF PROCESSING WRITTEN LANGUAGE

Visual Attention

Relative processing differences have been found to affect a variety of behaviors.
The psycholinguistic literature has predominantly examined the role of phonology
in gaining lexical access for different scripts. For example, sound-related nonsense
words (e.g., rait) facilitated the identification of very briefly presented target words
in English (e.g., rate) more than visually related nonsense words (e.g., ralt; Perfetti,
Bell, & Delaney, 1988). It is important to note, however, that both types of non-
sense words facilitated word identification— by activating properties of the target
word— compared to a control condition (e.g., busk). In contrast to English, visu-
ally related nonsense words facilitated Chinese target word identification more
than did sound-related ones, whereas both were more effective than controls (Per-
fetti & Zhang, 1991).

These low-level processing differences can extend to higher order processes
involved in memory and judgment. Pan and Schmitt (1996) examined the impact
of a script’s visual features on evaluation. Heightened visual attention in reading
logographs should raise the perceptual significance of visual features, such as the
font used. They found that attitude ratings provided by Chinese consumers were
more sensitive than those of American consumers to the match between the femi-
ninity or masculinity of fonts for brand names of feminine (e.g., lipstick) and mas-
culine (e.g., motorcycles) products. Although the font of alphabetic brand names
did not affect evaluations, Chinese consumers more favorably evaluated feminine
(masculine) products written in fonts that had been rated as more feminine (mas-
culine).

Differences in visual attention should also affect memory for words’ visual fea-
tures, such as their print colors. Studies of attention suggest that color and form are
perceived as separate features of a letter and that focal attention is required for the
conjoining of color and form in memory (Treisman & Gelade, 1980) as repre-
sented in visual short-term memory (Smith & Jonides, 1994). Compared to the
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processing of alphabetic words, heightened visual attention and a greater involve-
ment of visual short-term memory should therefore facilitate the binding of
logographs with their print colors in long-term memory.

Although incidental memory of a word’s print color is rare during the normal
reading of alphabetic English words (Light, Berger, & Bardales, 1975), I found that
color memory for otherwise equally memorable words (but not of pictures) was
better for Chinese logographs than for alphabetic English words (Tavassoli, 2001).
This processing difference also had evaluative implications. Consider Apple’s for-
mer rainbow-colored logo, which acquired connotations of freedom and fun,
compared to IBM’s blue, which signals solidity, or worse, stodginess. Would a new
brand that copied Apple’s or IBM’s colors be influenced by their connotations?
I found that Chinese readers, but not English readers, evaluated an unknown
brand more positively if it shared the color of highly rated brands than if it shared
the color of poorly rated brands (Tavassoli, 2001). This type of process has been
receiving growing legal attention, and several countries have recently passed laws
against “brand piracy” through copying another brand’s color if this has acquired
secondary meaning.

Associative Memory

Script differences affect not only the way in which single words are encoded, but
also how words are integrated with nonverbal stimuli. Research on cross-modal
associative memory (Penney, 1989; Tavassoli, 1998) and cross-modal coordination
(Yee, Hunt, & Pellegrino, 1991) suggests that associative memory between two
stimuli should be stronger the greater the overlap in short-term memory processes
active during encoding and rehearsal. A relatively greater reliance on visual short-
term memory for logographic scripts should therefore facilitate the integration of
words with images, whereas a relatively greater reliance on phonological short-
term memory for alphabetic scripts should facilitate the integration of words with
sounds.

Consider the goal of enhancing brand memory and brand meaning by associ-
ating the “fizz” sound associated with opening a bottle of Coke, or the power
of Nike’s “swoosh” logo. It has long been one of the most important advertising
strategies to associate words in memory with visual information (e.g., Lutz & Lutz,
1977; Schmitt, Tavassoli, & Millard, 1993). More recently, companies also be-
gan registering auditory brand identifiers as intellectual property, such as NBC’s
familiar three-tone chime and the MGM lion’s roar. My coauthors and I tested
word—sound and word—logo memory in a pair-recognition task, where half of the
pairs were in the same pairing as at learning and half were cross-matched. Asso-
ciative memory was stronger between images and logographic words, whereas it
was stronger between sounds and alphabetic words. We found this relative effect
for the same Korean words written in the alphabetic Hangul compared to the logo-
graphic Hancha (Tavassoli & Han, 2001), for Chinese and English words with
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native Mandarin speakers compared to native English speakers, and for bilingual
speakers of Cantonese and English (Tavassoli & Han, 2002).

To summarize, there is a difference between alphabetic and logographic scripts
in the potency with which mnemonic associations are formed with auditory and
visual information. These types of associations have broad application. Using
visual symbols or a color code is common in signage and complex information dis-
plays. Colors and shapes are used to highlight category membership and signify
thematic relations among items of verbal information. This is helpful in environ-
ments such as museums and theme parks, as well as for static and dynamic textual
information. The navigation of web sites, for example, is more efficient when ver-
bal information adheres to a visual scheme because print colors and shapes can
help orient the user towards goal-relevant information. These results suggest that
it should be easier for readers of Chinese logographs to learn visual-verbal associ-
ations that could aid them in navigating complex environments. Conversely, it
should also be more confusing when visual codes are changed in information dis-
plays that contain logographic compared to alphabetic words.

Auditory and Visual Interference

The reciprocal effect of the association of two items of information is often inter-
ference (Penney, 1989; Tavassoli, 1998). In the preceding examples, the goal was to
integrate information, and this was facilitated by an overlap in processing require-
ments. When stimuli compete for attention, such as in a dual-task setting, inter-
ference is also greater the greater the overlap in processing requirements (Duncan,
1980). As a result, auditory distractors should interfere more with reading alpha-
betic words, whereas visual distractors should interfere more with reading logo-
graphic words. For example, listening to music while studying should be more
detrimental to memory and comprehension in English than in Chinese. Similarly,
the use of unrelated background music in a television advertisement should inter-
fere more with the processing of reading English, whereas the use of unrelated
visual graphics should interfere more with reading Chinese.

My coauthors and I have begun to explore these possibilities. For example, we
found that bilinguals were better at recalling English words after a visual filler task
than after an auditory filler task, and vice versa for the recall of Chinese words
(Tavassoli & Lee, 2001a). Similarly, Koreans were better at recalling a list of alpha-
betic Hangul words when each word was followed by a visual distractor than if
each word was followed by an auditory distractor, and vice versa for logographic
Hancha words (Tavassoli & Han, 2001). There may even be interesting within-
language implications for languages that use a combination of logographic and
syllabic or alphabetic scripts. We found that recognition memory in Japanese was
better when words were presented such that they alternated between the syllabic
Hiragana and the logographic Kanji scripts than if they were all presented only
in Hiragana or only in Kanji (Schmitt & Tavassoli, 1994). These findings are
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consistent with the notion that more resources for processing item-specific infor-
mation are available in short-term memory when words use different scripts
rather than the same script.

Distraction can also affect inference making, including evaluative judgments.
Festinger and Maccoby (1964) showed that counterattitudinal messages can be
more persuasive when accompanied by some form of distractor by reducing
counter-arguing. Petty, Wells, and Brock (1976) showed that the effect of distrac-
tion is not limited to counterattitudinal messages but also that it inhibits the dom-
inant cognitive response. Although distraction can enhance message reception for
counterattitudinal or weak messages, for which unfavorable thoughts are the dom-
inant response, distraction reduces message reception for strong messages, for
which favorable thoughts dominate (see also Chattopadhyay & Alba, 1988).

In line with this reasoning, my coauthor and I found that for products de-
scribed by strong attributes, as in advertisements, memory-based product judg-
ments and online person evaluations were better in Chinese when the logographic
information was learned among distracting sounds. In contrast, judgments based
on strong attributes were better in English when the alphabetic information was
learned among distracting images (Tavassoli & Lee, 2001a). The opposite effect
was observed for weak attribute information, such as provided by a critic. In the
case of weak product or person attributes, judgments were better in Chinese when
the logographic information was learned among distracting images, but judg-
ments were better in English when the alphabetic information was learned among
distracting sounds (Tavassoli & Lee, 2001a). Finally, we found the same pattern of
results for nonevaluative inference making, such as correctly inferring health
benefits of certain foods (Tavassoli & Lee, 2001a).

In the preceding examples, distraction had a quantitative effect on memory and
thought such that auditory distractors interfere more with the amount of infor-
mation remembered and the degree of elaboration for alphabetic words, whereas
visual distractors interfere more with the processing of logographic words. As
the ability to process information decreases, attitude formation and change are
affected less by the careful scrutiny of arguments and more by a less careful exam-
ination of the same information, or the effortful examination of less information
(e.g., examining just the first argument in a message; Petty & Wegener, 1998). Dis-
traction can also have a qualitative effect on judgments. One example is the shift
in the degree of influence from central to peripheral mechanisms which do not
involve thought about the substantive merits of the arguments (for a review, see
Petty and Wegener 1998).

Memory Structure and Retrieval

The previous sections examined quantitative differences in encoding and elabora-
tion. Scripts may also affect processing in qualitative ways, through the structure of
memory and memory accessibility during retrieval. For example, my coauthors
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and I found that, regardless of whether words were learned auditorily or visually,
Chinese speakers were able to recall words better by writing them down during free
recall, whereas English speakers were better at recalling words by speaking them
(Schmitt, Pan, & Tavassoli, 1994). We suggested that the attempt to write primed
a word’s visual representation in memory, which should be more pronounced for
Chinese logographs, and that the attempt to speak primed a word’s phonological
representation in memory, which should be more pronounced for alphabetic
words. This sets up the intriguing possibility that there is a shift in the information
remembered based on response mode; word-of-mouth may be based on different
information when memory retrieval is oral than when it is written, or typed as
in Internet chat rooms, for example.

Relative differences in the reliance on the phonological loop can also affect the
qualitative nature of processing, because the phonological loop rehearses informa-
tion in a serial manner. My coauthors and I examined the ability to reconstruct a
word list’s order of presentation in a card sort task. We found that the encoding of
the presentation order of words was more pronounced in English than in Chinese
(Tavassoli, 1999) and for alphabetic Hangul words than for logographic Hancha
words (Tavassoli & Han, 2001). We also found that bilinguals were more likely to
retrieve words from memory based on the order in which they learned them in
English than in Chinese (Tavassoli & Lee, 2001b). This resulted in a greater pri-
macy effect in the recall of English words, such that words learned early in a list
were also more likely to be recalled and to be recalled early.

The order in which information is recalled has an important effect on memory-
based consumer and social judgments (Hastie & Park, 1986; Lichtenstein & Srull,
1987; Reyes, Thomson, & Bower, 1980; Unnava, Burnkrant, & Erevelles, 1994). We
found that product and person judgments were more sensitive to the order of pres-
entation and that “putting one’s best foot forward” was more important for alpha-
betic English information than for logographic Chinese information (Tavassoli &
Lee, 2001b). We also found that the first few words recalled mediated the effect of
presentation order on memory-based judgments.

In contrast to temporal order, visual short-term memory organizes items of
information based on spatial configuration, specifying the location of an item as
well as its relationship to other items in a display (Jiang, Olson, & Chun, 2000). If
reading logographs involves to a greater degree visual short-term memory, then
spatial memory should be better for logographic words than for alphabetic words.
This is what my coauthors and I found. Readers of Chinese logographs remem-
bered better the spatial location of real and of nonsense words scattered on a single
page (but not of pictures and symbols) than readers of alphabetic English words
(Tavassoli, 2002). Spatial memory was also better for logographic Hancha words
than for the same words written in the alphabetic Hangul (Tavassoli & Han, 2001).

The implications of these findings may be broad because spatial memory
underlies many everyday behaviors, including not only orientation and navigation
but also processes such as discourse comprehension (van Dijk & Kintsch, 1983),
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information search (Biederman, Glass, & Webb, 1973), spatial thinking (Shah &
Miyake, 1996), and competition for visual attention among stimuli in advertis-
ing displays (Janiszewski, 1998). Basic short-term memory processes such as the
encoding of spatial and serial information are also fundamental to pragmatic pro-
cesses in reasoning and decision making (Johnson-Laird, 1983; Jonides, 1995).
Written language may therefore prove to be an important contextual factor mod-
erating complex thought processes. Through inherent biases in short-term mem-
ory processing—temporal versus spatial—scripts may affect the shape of a deci-
sion outcome.

CONCLUSIONS

Language and Thought

The argument that language affects thought is most commonly associated with
Whorf’s linguistic relativity principle (Sapir, 1929; Whorf, 1940/1956). Whorf
argued that there is no constant or universal way of arranging data but that lin-
guistic factors influence the way in which “we cut nature up, organize it into con-
cepts, and ascribe significance” (Whorf, 1940/1956). Earlier tests of the hypothesis
primarily focused on the idea that differences in language map onto differences in
perception, such that, for example, people with different color terminologies
might perceive hues differently (Brown & Lenneberg, 1954; Heider & Oliver,
1972).

Whorf’s ideas have drawn sharp criticism, however. The possibility that per-
ception of fundamental physical elements necessary for survival such as space and
time would differ has been dismissed on a priori grounds (Feuer, 1953). And it has
been argued that natural languages may be too ambiguous and schematic to
be functional as a mental code (Pinker, 1994). Instead, we may share a universal
“mentalese” (Pinker, 1994), and the deep structure of grammar may not only be
universal (Chomsky, 1986) but even innate (Pinker, 1994). This position implies
that language does not affect thought—that we learn and evaluate verbal infor-
mation using similar mental processes across languages.

More recently, the Whorfian hypothesis has been reconceptualized in terms of
how linguistic forms are represented, how they operate in the mind and how they
affect the concepts and categories which denote objects and relations in the world
(Hunt & Agnoli, 1991). The idea that language affects conception has been tested
using the grammatical construct of classifier that some languages contain (Schmitt
& Zhang, 1998; Zhang & Schmitt, 1998). Classifiers often depict perceptual prop-
erties of objects such as shape, size, thickness, and length, and conceptual proper-
ties such as bendable, elastic, graspable. They are special types of measures that are
used in conjunction with numerals (one, two, three, etc.) or determiners (a, the,
that, this) to form noun phrases. For example, the counterparts in Chinese for the



8. SCRIPTED THOUGHT 149

English noun phrases “a table” is yi (numeral) zhang (classifier used for flat,
extended objects such as table or paper) zhuo-zi (table) (Schmitt & Zhang, 1998;
Zhang & Schmitt, 1998).

Classifiers have been found to affect consumer choice if the conceptual knowl-
edge triggered by syntactic and semantic components provides relevant informa-
tion (Schmitt & Zhang, 1998; Zhang & Schmitt, 1998). For example, speakers of
classifier languages were more likely to place objects with common classifiers into
classifier-related schematic clusters such as into categories of “flat objects,” “long
objects,” or “graspable objects” (Schmitt & Zhang, 1998).

Scripts and Thought

The research reviewed here does not concern languages per se, but the writing sys-
tems used to represent language. In that regard, the research reviewed differs criti-
cally from the reconceptualized Whorfian hypothesis by Hunt and Agnoli (1991),
who “assume that when language stimuli are received they are converted from a
visual or auditory code to an abstract lexical code” (p. 379). Although I do not dis-
agree with this assumption, the results presented here suggest that there are relative
differences in visual and phonological processes involved in the everyday reading
of alphabetic and logographic script, in the encoding, rehearsal, and retrieval of
words. This offers a new way of thinking about how languages may affect thought
independent of grammar or symbolic content: through their writing systems.

Relative differences in the reliance on visual short-term memory and the pho-
nological loop can have quantitative as well as qualitative effects on the processing
of words written in alphabetic and logographic scripts. Short-term memory’s lim-
ited-capacity storage components affect memory and elaboration in quantitative
ways. Scripts quantitatively affect memory for words’ visual features, associative
memory of words with images and sounds, and the degree to which auditory and
visual information interferes with inference making and the scrutiny of message
arguments.

Short-term memory’s rehearsal components affect information processing in
qualitative ways. Auditory and visual distractors differentially affect the ability to
process alphabetic and logographic information. This can cause a qualitative shift
in attitude formation and change from the careful scrutiny of arguments to the
reliance on peripheral cues. Scripts can also qualitatively affect judgments through
differences in the spatial versus temporal organization of words in memory. Mem-
ory structure affects the order in which information is retrieved from memory,
for example, thereby affecting the weight attributes receive in memory-based
judgments.

These information-processing differences are not only relevant to educators
and practitioners designing information formats, but also to how researchers
design stimuli, filler activities, and response formats. Consider, for example, a
hypothetical experiment comparing the relative effects of central and peripheral
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processes on persons’ opinions in China and the United States. If the researchers
arbitrarily choose a filler task such as solving a visual puzzle, they might conclude
that Chinese respondents, whose verbal processing should be relatively more dis-
tracted by a visual task, are more influenced by peripheral cues and less by central
arguments than are American respondents. They might reach exactly the opposite
conclusion if they choose an auditory filler task instead, which should be relatively
more distracting for the processing of alphabetic English words.

To summarize, scripts have quantitative and qualitative effects on memory,
evaluative judgments, and inference making. These differences not only have
cross-cultural implications for the comparison of information processing involv-
ing alphabetic and logographic scripts, but also highlight everyday effects the writ-
ing system has within a single language. In other words, thought appears to be
scripted by the writing system adopted by a culture.
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Today, most of the word’s population speaks more than one language (Grosjean,
1982). For example, in many parts of the world, people speak English as a second
language, so although there are only 322 million native English speakers world-
wide, there are an estimated 1.3 billion people who speak English as a second
language. In Western Europe alone, 77% of college students speak English well
enough to carry on a conversation (Fox, 2000). People speak a second language
in addition to their native language for a number of reasons: They may have
moved to a different country, they may need to communicate with individuals
from other cultures within their own country, or they may conduct business or
travel for pleasure in countries where their native language is not spoken (Milroy
& Muysken, 1995). The need to speak more than one language is intensifying
as cross-national communications media and international migration and travel
become more common.

In sum, one could argue that multilingualism is becoming the norm through-
out the world. Even in the United States, a nation sometimes thought to be largely
monolingual, the proportion of the total population that speaks a second language
fluently is considerable and continues to increase due to migration and accultur-
ation patterns. One of the largest bilingual segments in the United States is the
Hispanic population. Over 72% of the 31 million Hispanics in the United States
speak both English and Spanish (Levey, 1999). The increasing prevalence of bi-
lingual individuals both in the United States and internationally intensifies the
need to consider how bilingual individuals comprehend both visual and linguistic
information. Particularly, studying how bilingual individuals understand messages
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presented in their first versus their second language is of crucial importance to
those trying to communicate with a bilingual audience.

In this chapter, we examine how pictures can enhance text processing by bilin-
gual individuals. Extant research in psycholinguistics helps us identify circum-
stances in which pictorial cues can improve bilingual individuals’ understanding of
a message. First, we examine how words and their meanings are represented in the
minds of bilinguals and argue that bilinguals may have a particularly acute con-
sciousness of the arbitrariness of language. This may lead bilinguals to prefer pro-
cessing in a more reliable modality, for instance, visually. Therefore, we theorize
that bilinguals prefer to think more visually than monolinguals. In addition, we
discuss our finding that pictures seem to facilitate processing of messages in the
bilingual’s weaker language. Finally, we review the psycholinguistic literature rele-
vant to the issue of the semantic or meaning representation of words across lan-
guages. Based on this review, we propose that pictures may improve the cross-
language equivalence of written messages.

CONCEPT-WORD LINKS ACROSS LANGUAGES

Bilingualism Defined

We begin our discussion of bilingual concept representation by defining what we
mean by a bilingual individual and bilingualism. Following prior work in psycho-
linguistics (Kroll & de Groot, 1997) and consumer behavior (Luna & Peracchio,
2001), we consider individuals to be bilingual if they have a relatively high level of
proficiency in the languages they speak. For example, in the studies we describe in
this chapter, we studied Spanish—English bilinguals living in Spain, Mexico, and
the United States. Our research studies included respondents who scored in the
middle to upper range of a language fluency scale in both Spanish and English.
This language fluency scale was a self-report of respondents’ proficiency in various
tasks like reading newspaper headlines and writing a shopping list. The language
in which respondents scored themselves as more (less) proficient was considered
their first (second) language.

It is worth noting that in this chapter language proficiency or fluency is the
construct used to conceptualize first and second language. Thus, the chronologi-
cal order in which each language was learned is not used in the analyses. This is
because it is possible that a person could have learned Spanish (English) first and
yet be more proficient in the other language at the time of the research (Dufour
& Kroll, 1995). In such a case, the models we present in this chapter would pre-
dict that the language learned chronologically first would suffer from weaker
conceptual links and a smaller lexicon. Thus, it would be best described as sec-
ond language. The language learned chronologically second would be the “dom-
inant” language and would be best described as the first language. Therefore,
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in the rest of this chapter, first language denotes the language in which a bilingual
is more fluent, and second language denotes the language in which a bilingual is
less fluent.

Concepts and Their Representations

In cognitive psychology and psycholinguistics research, a distinction is often made
between words and the concepts they represent. Thus, there is a separation be-
tween form (words) and meaning (concepts). Words can be thought of as labels for
internal concepts or, alternatively, as internal mental constructs associated with the
concepts (Francis, 1999). Information about words is contained in the lexicon, the
vast inventory of words a person holds in memory. Information about concepts,
or the meanings of words, is thought to be contained in a separate storage system
for semantic memory that consists of a network of word meanings.

This conceptualization of the mental organization of words and concepts is
consistent with a dual code approach to memory (Paivio & Desrochers, 1980).
Dual-code theory holds that cognitive activity is mediated by two independent but
interconnected symbolic systems that encode, organize, and store visual and verbal
information. One system, the visual image system, is specialized for processing
information concerning pictorial objects and events and for generating mental
images of such items. The other system, the verbal system, is specialized for pro-
cessing linguistic information and generating speech. Dual-code theorists would
argue that knowledge about objects and events (semantic knowledge) is organized
according to the way in which that knowledge is acquired. Hence, different under-
lying representations or meanings can be accessed by two surface forms: pictures
and words. Pictures are thought to lead to superior recall relative to words (Paivio,
1971; Unnava & Burnkrant, 1991).

Paivio’s dual code theory addresses the issue of separate systems for verbal and
“conceptual” information, but his definition of the imaginal system does not com-
pletely coincide with the more recent theories in bilingual research regarding the
separation of lexical (verbal) versus semantic (conceptual) memory (de Groot &
Kroll, 1997). According to these psychological models, concepts are amodal repre-
sentations. They are neither pictures nor words, and they are not coded in any
specific language. Both words and pictures are surface representations of those
underlying concepts. Although words do not necessarily require semantic process-
ing, pictures do involve processing at the semantic level. However, operationally,
both approaches would agree that pictorial information offers superior results
with respect to measures such as recall (Paivio & Lambert, 1981; Snodgrass, 1984)
and facilitates tasks such as word translation (La Heij, Hooglander, Kerling, & Van
der Velden, 1996; Sholl, Sankaranarayanan, & Kroll, 1995). Hence, most bilingual
researchers today would agree that, even if there are not two qualitatively different
codes for the two different surface representations (words and pictures), pictures
are able to access the conceptual system more effectively and/or directly than
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words, especially second language words (Kroll & de Groot, 1997; Sholl et al.,
1995). This chapter offers further support for these assertions.

Bilingual Concept Representation

A recent and widely accepted model of bilingual concept representation is the
revised hierarchical model, or RHM (Dufour & Kroll, 1995; Kroll & de Groot,
1997). This model builds on previous findings that suggest that there exist two lev-
els of mental representation: the lexical (word) level and the conceptual (meaning)
level. At the lexical level, each language is stored separately. However, at the con-
ceptual level there is a unitary system in which words in each language access a
common semantic representation or meaning (see Fig. 9.1).

The connections between words in different languages made at the lexical (or
word) level are referred to as word associations or lexical links, whereas the connec-
tions in memory between lexical representations in either language and the con-
cepts (or meanings) they represent are referred to as conceptual links. The model
specifies a stronger lexical link from an individual’s second language to his or her
first language than from an individual’s first language to his or her second lan-
guage. This is a residual effect from the second-language acquisition process in
which individuals begin learning words in their second language by relating them
to words in their first language. Hence, words in the bilingual individuals’ second
language are closely associated with words in their first language. For example, a
Mexican i